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ABSTRACT

This study explores the driver of Thailand’ s inflation by employing a structural vector
autoregression (SVAR) model, where monthly data on global oil prices, unemployment rates,
inflation rates, policy interest rates, and exchange rates from 2002M1 to 2023Mé6 are deployed.
The empirical results suggest that Thai inflation is primarily driven by a positive global oil price
shock. Additionally, the volatility of Thai inflation is mostly explained by global oil prices, with
a partial contribution from the policy rate. However, following an increase in inflation, the Bank
of Thailand acts as an inflation fighter by hiking the policy rate, thereby reducing exchange rate
depreciation. It is implied that a conventional monetary policy of hiking the policy rate would
be optimal to fight against inflation for achieving and maintaining price stability, which is the

primary objective of the Bank of Thailand, as well as beneficial for reducing Thai baht depreciation.
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Background and Significance of the Research Problem

Excessive and unpredictable inflation has detrimental consequences for both economic
growth and overall welfare (Fischer, 1993; Fischer, Sahay and Vegh, 2002). Developing nations
with fragile political and economic institutions often experienced persistently high and volatile
inflation (Alesina & Stella, 2010; Yilmazkuday, 2022). Available evidence suggests that low, stable,
and predicted inflation—or simply price stability—is crucial for sustaining macroeconomics and
financial stability, which, in turn, promotes productive investment and facilitates higher rates of
economic growth (Montiel, 2003; Poole & Wheelock, 2008). This justifies the view that the key,
if not the sole, objective of monetary policy should be price stability (Hossain, 2009).

Inflation in Thailand remained high and volatile following the 1997-98 financial crisis.
To stabilize the economy and restore confidence in the financial system, Thailand’ s monetary
policy framework was significantly changed by shifting to a managed float exchange rate regime
and implementing a flexible inflation targeting framework, where achieving and maintaining price
stability is highlighted as its primary objective. Therefore, between 2000 and 2020, Thailand's
inflation rate averages around 2% . However, it has remained unstable because Thailand
experienced varying levels of inflation, induced by both domestic and global economic factors

(see Figure 1).

-4%

-6%
2005 2010 2015 2020

Figure 1 Quarter-on-Quarter CPl-inflation, Thailand, 2002-2022
Source: Author’s Compilation Based on the Bank of Thailand Website and CEIC Database (2023)

Additionally, the factor influencing inflation in Thailand are multifaceted and may
evolve over time due to shifts changing economic conditions, policy frameworks and global

dynamics. First, inflation is generally determined by economic conditions, such as demand-side
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and supply side factors. When the aggregate demand for products and services is greater than
aggregate supply, the prices tend to increase, and this economic phenomenon is known as
demand pull inflation. In contrast, cost push inflation is caused by supply-side factors that raise
production costs of goods and services. Second, monetary policy has a dynamic relationship
with inflation drivers. Under the inflation targeting framework, central banks conduct monetary
policy via interest rates to respond to inflation, aiming to maintain price stability. Meanwhile,
the success of monetary policy in managing inflation depends on accurately identifying inflation
sources and implementing timely and appropriate measures. In addition, several studies relate
changes in worldwide inflation dynamic to the globalization process (International Monetary
Fund, 2006; Manopimoke, 2015). The presence of worldwide inflation indicates a substantial
increase in the degree of inflation co-movement, implying a common force driving inflation
across countries. As previously stated, Thailand has been conducting a flexible inflation targeting
framework with a primary focus on price stability; yet, understanding the drivers of inflation is
critical to devise an optimal policy for Thailand.

Accordingly, this paper attempts to investigate empirically the drivers of Thailand inflation
and the corresponding role of monetary policy by using a structural vector autoregression (SVAR)
model. Based on existing studies on inflation, it is indicated that global factors, such as
commaodity or energy prices, can serve as external drivers of domestic inflation (Ha et al., 2023;
Manopimoke, 2018; Yilmazkuday, 2021, 2022). Hence, we have incorporated the global oil price
in our investigation to account for this influence. The internal factors of monetary policy rate,
unemployment rate, and exchange rate are recognized as potential drivers of inflation, as
demonstrated in previous studies (Christiano et al., 1999; Hossain & Raghavan, 2020; Osorio &
Unsal, 2013). In this context, employing a Structural Vector Autoregressive (SVAR) model is
crucial to mitigate potential endogeneity issues. This is because inflation is not only influenced
by both external and internal factors, as previously discussed, but also internal factors, such as
monetary policy, unemployment, and exchange rate, can be affected by changes in inflation
itself. By utilizing a SVAR model, we can better analyze the interrelationships and causal effects
among these variables, thereby gaining a more comprehensive understanding of the dynamics
between inflation and its driving factors.

The empirical investigation uses monthly data for Thailand over the period 2002M1-
2023M6 to examine the drivers that influence Thailand’s inflation rate. The paper specifies and

estimates a structural vector autoregression (SVAR) model with five variables, namely the global



4 Popkarn Arwatchanakarn

oil prices, inflation, policy rate, exchange rate, and unemployment rate. The empirical results
suggest that Thai inflation is primarily driven by a positive global oil price shock. This is consistent
with earlier studies such as those by Manopimoke (2018), Hossain & Raghavan (2020),
Yilmazkuday (2022), and Ha et al. (2023), who have shown that the contribution of global factors
has a high and significant impact on domestic inflation. Additionally, the volatility of Thai
inflation is mostly explained by global oil prices, with a partial contribution from the policy rate.
In addition, inflation responds negatively and substantially to a positive shock to the policy rate
(tightening monetary policy). This response implies that the monetary policy under inflation
targeting, with the policy rate as a monetary instrument, remains effective in reducing inflation,
albeit with delayed effects. Conversely, when challenged with a rise in inflation, the Bank of
Thailand acts as an inflation fighter by raising the policy rate. Additional results indicate that a
higher interest rate can prevent exchange rate depreciation. It is implied that a conventional
monetary policy of raising policy rates in response to rising inflation or a depreciation of the
Thai baht would be appropriate for achieving and maintaining price stability in Thailand, which
is the primary objective of the Bank of Thailand.

The remainder of the paper is structured as follows: objective of the study, research
methodology and data. In the following section, the empirical results and discussion are

presented. The last section is the conclusion, with suggestions.

Research Objective
This paper aims to investigate empirically the drivers of Thailand inflation and the

corresponding role of monetary policy in striving to attain and maintain price stability.

Research Methodology
To achieve the objective, the empirical investigation is carried out using implication of
the SVAR model of y, = (Ao, Aune,, Ap;, Apry , Aer, ) based on monthly data, where Ao, is
percentage changes in global oil prices, Aune; is changes in the Thailand unemployment, Apy is
the Thailand inflation, Apr;, is changes in Thailand policy rate and Aer; is the percentage change
in the exchange rate.
Generally, a structural vector autoregression (SVAR) model represents a multivariate
system of a set of endogenous variables which maintain feedback relations in a dynamic sense.
It is useful to examine the relationship between forecast errors and structural innovations in an

n-variable VAR. In a modelling sense, a SVAR has been specified as follows:
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Ayy = Alyi—q + -+ Abye—p + C°x¢ + By, [1]
where y is a (n X 1) vector of macroeconomic variables; A, all of the A, C* and B are (n X n)
vector of the structural coefficients; and the u; is a (n X 1) vector of unobserved structural
innovations with E(u,uy) = Iy

Pre-multiplying equation [1] with A7, a reduced form VAR is specified:

Ve = AT'AYy1 + o+ ATTALY -, + ATTCOX + AT BU,
= A1Ye—1 + o+ ApYip + CxXc + & [2]
where A; =A'AS; C=A"1C% and ¢ = A™'Bu, = Su, which represents the reduced form
error structure and S represents the short run restriction.
In compact form, a SVAR system relates to the following relations.
Ag, = Bu, [3]

The equation [3] is called AB model (Amisano & Giannini, 1997). Where A is (n X n)
matrix of contemporaneous relations between endogenous variables, B is (n X n) matrix that
linearly relates the SVAR residuals to the structural innovations, &, is vector of reduced-form
residual, u; is vector of structural innovations. The residual & in the reduced form are presumed
to be white noise. Therefore, we can estimate the AB model by ordinary least square (OLS) or
maximum likelihood (ML).

The formal investigation is conducted by using the SVAR model of y,=
(Ao, Aune , Ap, , Apr, , Aer,) ,with monthly data, where Ao, represents the percentage change
in the global oil price, Au; represents changes in the Thailand unemployment rate, Ap;
represents the Thailand inflation, Apr; represents changes in the Thailand policy rate and Aery
represents the percentage changes in the real effective exchange rate. The number of lags has
been determined by minimizing the Akaike Information Criterion (AIC) across alternative lags
(between 1 and 12). Additionally, it is postulated that the structural impact multiplier matrix
A™1 has a recursive structure such that the reduced form errors €, can be decomposed
according to €, = A™*Bu; = Su,.

The recursive structure imposed on A™* requires an ordering of the variables used in
the estimation. Accordingly, this study utilizes the ordering in y, = (Ao, Aune,, Ap;, Apry, Aery),
where the block exogeneity is imposed and the identification are based on the work of Sim
(1992) and Kim and Roubini (2000). The global oil price (Ao,), which is determined globally, can
influence other variables contemporaneously, while shocks on other variables cannot have an
impact on it. The inflation (Ap,) is influenced contemporaneously by the global oil prices and

domestic unemployment. Additionally, placing the policy rate (Apr,) after unemployment
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(Aune,) and inflation (Ap,) is to ensure that the monetary policy can immediately react to
unemployment and inflation (Christiano et al., 1999). The exchange rate (Aer,) is ordered after
the policy rate (Apr,) so that it can immediately react to money policy shocks. Hence, the

identifying restrictions is imposed in the following form:

1 0 0 o o7[&7] hu 0 0 o o 7u’]
a,;, 1 0 0 0] gine| [o by, 0 0 0 ]|ut‘“e|
331 a32 1 0 0 ?_? = I O 0 b33 O 0 I u?
341 342 34,3 1 OJI S?r l 0 0 0 b44 OJ ufr
51 dsz sz asy L er | 0 00 0 bssl] yer |

Data

Thailand data on consumer price index, central bank policy rate, exchange rate and
unemployment rate were obtained from website of the Bank of Thailand (BOT) and CEIC
database. The global oil prices, which are represented by the price of Brent crude in U.S. dollars
per barrel, were from the Federal Reserve Economic Data (FRED) website. The sample period
spans the months 2002M1 through 2023Mé6.

In the relation to the SVAR model, percentage changes in global oil prices (Ao,) are
computed using the log changes in the global Brent crude oil price. Changes in the
unemployment rates (Aune,) are calculated as the changes in the unemployment rate. Inflation
rates (Ap,) are computed as the log changes in the headline consumer price index. Changes in
the policy rate (Apry) are obtained as the changes in the policy rate. Percentage changes in the

exchange rate (Aer,) are measured by the log changes in the real effective exchange rate.

Results and Discussion

This section comprises two subsections. The estimation results are reported and
discussed in the following section. The robustness check is shown in the second subsection.

Estimation Results

Before the model is estimated, a unit root test is conducted for all variables in the system.
For this purpose, the Augmented Dickey- Fuller (ADF) and Kwiatkowski- Phillips- Schmidt- Shin
(KPSS) tests are conducted. The major conclusion drawn from the results of these tests is that
all the variables in the system are stationary at the level form (see Appendix A). In addition, this
study uses the approach of Johansen (1988) to examine the existence of co-integrating

relationships between system variables. Based on several criterion, the optimal lag order is set
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to two. The trace and maximum eigenvalue (Apyax) Statistics suggest the presence of co-
integrating relationships between the variables of the system (see Appendix B).

This subsection depicts the empirical results of Thai inflation drivers based on impulse
response functions (IRF), its historical decomposition over time and its forecast error variance
decomposition.

The estimation of the model results in the structural impulse responses (IRF) given in
Figure 2 and Figure 3. As is evident from the IRFs of inflation (P) and its accumulated response
(see Figure 2), a positive shock to the global oil price (GOP) significantly increases inflation, which
is consistent with earlier studies such as those by Manopimoke (2018), Hossain & Raghavan
(2020), and Ha et al. (2023), for at least three months. Regarding the corresponding magnitude,
a 1% increase in global oil prices substantially leads to about 0.0023% and 0.0007% of a rise in
inflation in the first and third months, respectively (see Figure 2). This shows that the global oil
price is the primary source of Thailand's inflation, and its impact has persisted for more than
three months. In addition, inflation responds negatively and substantially to a positive shock to
the policy rate (tightening monetary policy), in the third month. This response implies that the
monetary policy under inflation targeting, with the policy rate as a monetary instrument, remains
effective in reducing inflation, albeit with delayed effects. While other factors, such as the

unemployment rate and exchange rate, do not appear to be substantial sources of inflation.
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Response to Structural VAR Innovations
95% Cl using analytic asymptotic S.E.s

Response of Inflation to Global Qil Price Shock Response of Inflation to Unemployment Shock
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Figure 2 Impulse Responses of Inflation (P) with Respect to Alternative Variables

Source: Author’s Study

In terms of monetary policy (see Figure 3), the policy rate (PR) responds positively and
significantly to positive shocks from global oil prices (GOP) and domestic inflation during the
first six months. Regarding the corresponding magnitude, a 1% increase in global oil prices results
in about a 0.039% and 0.011% increase in the policy rate in the third and sixth months,
respectively. Furthermore, a 1% increase in inflation leads to about a 0.024% and 0.006%
increase in the policy rate in the third and sixth months, respectively. This is in accordance with
the implication of a monetary policy in which the central bank raises its policy rate in response
to a rise in inflation induced by both domestic and global factors (Clarida et al., 2001). Also, this
response makes it evident that, under the inflation targeting framework, the policy rate is a
monetary instrument used to attain price stability and that the Bank of Thailand acts as an

inflation fighter by using the policy rate (Arwatchanakarn, 2019; Hossain & Arwatchanakarn, 2021).
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Response to Structural VAR Innovations
95% Cl using analytic asymptotic S.E.s

Response of Policy Rate to Global Qil Price Shock Response of Policy Rate to Unemployment Shock
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Figure 3 Impulse Responses of Policy Rate (PR) with Respect to Alternative Variables
Source: Author’s Study

In addition, the impulse responses of Thai unemployment and exchange rates are given
in Figure 4. As is evident, unemployment decreases with a positive global oil price shock.
Specifically, a 1% change in global oil prices is associated with a 0.05% decrease in
unemployment in the third month. The negative effects of global oil prices on unemployment
can be attributed to higher demand in the global economy. Furthermore, the real effective
exchange rate exhibits a significant and positive response to a positive shock of the policy rate
for at least the first months. Regarding the corresponding magnitude, in the first month, a 1%
increase in the policy rate shock is associated with a 0.0025% increase in the exchange rate,
indicating a 0.0025% appreciation in the Thai Baht. This suggests that a conventional monetary
policy of hiking the policy rate would be beneficial for preventing Thai baht depreciation.
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Response to Structural VAR Innovations

95% Cl using analytic asymptotic S.E.s
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Alternative Variables

Source: Author’s Study
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The forecast error variance decompositions (FEVD) of all the key variables are given in
Table 1 for alternative horizons. First, the FEVD of Thai inflation is shown in Table 1(a). Except
for inflation itself, it is evident that global oil prices contribute the most to the volatility of
inflation. Specifically, about one-third of the inflation variance is explained by global oil prices
over a 24-month period, whereas about 1.30% of the variance is explained by the policy rate.
Second, the FEVD of the Thai monetary policy rate is given in Table 1(b). Following their own
shocks, global oil prices and inflation contribute the most to policy rate volatility. Specifically,
over a 24-month period, about 11.75 of the policy rate variances is explained by global oil
prices, whereas about 3.28% of the variance is explained by inflation. Hence, based on its
forecast error variance decomposition, both Thai inflation and the policy rate are mostly driven
by global oil prices. Also, the policy rate is influenced by inflation. Furthermore, the FEVD of
Thai unemployment and exchange rates are given in Table 1(c) and 1(d), respectively. It suggests
that both unemployment and exchange rate fluctuations are primarily caused by their own
shocks with minimal contributions from global oil prices, inflation, and policy rate.

Overall, Thai inflation is primarily influenced by shocks of global oil prices. This is
consistent with previous studies such as Manopimoke (2018), Hossain & Raghavan (2020),
Yilmazkuday (2022), and Ha et al. (2023) who have shown that the contribution of global factors
has a high and significant impact on domestic inflation. Also, the empirical results show that, in
response to an increase in inflation, the Bank of Thailand acts as an inflation fighter by raising
the policy rate. This is implied that a conventional monetary strategy of raising policy rate would
be optimal for achieving and maintaining price stability, which is the primary objective of Bank

of Thailand.
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Table 1 Forecast Error Variance Decomposition of Inflation, Policy Rate, Unemployment and

Exchange rate

(a) Inflation

Contribution of:

After 1 Month

After 1 Year

After 1 Quarter

After 2 Years

Global Oil Prices 23.04% 33.76% 33.78% 33.78%
Unemployment 0.62% 0.63% 0.73% 0.73%
Inflation 73.33% 64.24% 63.69% 63.69%
Policy Rate 0.00% 0.94% 1.30 % 1.30%
Exchange Rate 0.00% 0.42% 0.49% 0.49%

(b) Policy Rate

Contribution of:

After 1 Month

After 1 Quarter

After 1 Year

After 2 Years

Global Oil Prices 0.84% 7.41% 11.75% 11.75%
Unemployment 0.72% 0.88% 0.92% 0.92%
Inflation 0.27% 2.50% 3.28% 3.28%
Policy Rate 98.17% 87.97% 82.63% 82.63%
Exchange Rate 0.00% 1.23% 1.41% 1.41%

(c) Unemployment

Contribution of:

After 1 Month

After 1 Quarter

After 1 Year

After 2 Years

Global Oil Prices 0.22% 2.07% 1.99% 1.99%
Unemployment 99.77% 96.19% 96.04% 96.04%
Inflation 0.00% 1.18% 1.30% 1.30%
Policy Rate 0.00% 0.47% 0.57% 0.57%
Exchange Rate 0.00% 0.09% 0.10% 0.10%

(d) Exchange Rate

Contribution of:

After 1 Month

After 1 Quarter

After 1 Year

After 2 Years

Global Oil Prices 2.33% 3.63% 4.32% 4.32%
Unemployment 0.11% 0.25% 0.27% 0.27%
Inflation 3.79% 4.07% 4.11% 4.11%
Policy Rate 1.90% 2.22% 2.33% 2.33%
Exchange Rate 91.86% 89.82% 88.96% 88.96%

Source: Author’s Study

Robustness Check
This subsection undertakes robustness checks to confirm the validity of the results in the
previous section. The main focuses of this section are the drivers of Thailand inflation (measured

by the forecast error variance decomposition of Thailand inflation) and the effectiveness of the
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monetary policy rate on Thailand inflation (measured by the impulse response of Thailand
inflation with respect to alternative variables over 1 year).

The robustness check considered in this paper is connected to the ordering of variables.
According to Calvo & Reinhart (2002), central banks in emerging countries typically raise interest
rates to prevent currency depreciation. This can be used as an alternative strategy for placing
the exchange rate (Aer;) before the monetary policy rate (Apr;) in identifying restrictions
for SVAR model. Hence, this paper uses the alternative ordering of variables as in y, =
(Ao, Aune , Ap,, Aery, Apr,) for the robustness check.

The results obtained by the robustness check are provided in Figure 5 and Table 2 below.
Both the FEVD and impulse responses exhibit that the drivers of Thai inflation are very similar
to the benchmark results when this alternative ordering of variables is used. Therefore, the

benchmark results are robust to consideration of alternative ordering of variables.

Response to Structural VAR Innovations
95% Cl using analytic asymptotic S.E.s
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Figure 5 Robustness for the Impulse Response of Thailand Inflation with Respect to Alternative
Variables

Source: Author’s Study
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Table 2 Robustness Check for FEVD of Inflation and Policy Rate

(@) Inflation

Contribution of: After 1 Month After 1 Quarter After 1 Year After 2 Years
Global Oil Prices 23.04% 33.76% 33.78% 33.78%
Unemployment 0.63% 0.63% 0.73% 0.73%

Inflation 76.33% 64.24% 63.70% 63.70%
Policy Rate 0.00% 1.11% 1.50% 1.50%
Exchange Rate 0.00% 0.26% 0.29% 0.29%

(b) Policy Rate

Contribution of: After 1 Month After 1 Quarter After 1 Year After 2 Years
Global Oil Prices 0.84% 7.41% 11.75% 11.75%
Unemployment 0.72% 0.88% 0.92% 0.92%
Inflation 0.27% 2.50% 3.28% 3.28%
Policy Rate 96.18% 86.87% 81.68% 81.68%
Exchange Rate 1.99% 2.33% 2.36% 2.36%

Source: Author’s Study

Conclusion and Suggestions:

This paper has undertaken an empirical investigation of the drivers of Thailand’s inflation.
A structural autoregression (SVAR) model is employed, where monthly data on global oil prices,
inflation, unemployment rate, monetary policy rate, and exchange rate from 2002M1 to 2023M6
are used. The key findings are as follows.

The results based on the impulse response function show that Thailand’ s inflation has
primarily been driven by global oil prices, with an increase in global oil prices leading to a
substantial rise in inflation in the first three months. Furthermore, a positive shock to the policy
rate (tightening monetary policy) has a negative significant impact on inflation. This response
implies that the monetary policy under inflation targeting, with the policy rate as a monetary
instrument, remains effective in reducing inflation, albeit with delayed effects. Additional results
show that monetary policy (via the policy rate) responds positively and significantly to a positive
shock from global oil prices (GOP) and domestic inflation during the first six months. In terms
of the exchange rate, the empirical results suggest that raising the policy rates can prevent
currency depreciation. According to the forecast error variance decomposition analysis, Thai
inflation has been driven by the shock of global oil prices. Although the policy rate shock has

occasionally contributed to inflation, its contribution is limited compared to that of the shock
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of global oil prices. Additionally, these empirical results are robust to the consideration of
alternative orderings of variables included in the analysis.

It can be concluded that Thai inflation is primarily driven by shocks of global oil prices.
In response to increasing inflation, the Bank of Thailand acts as an inflation fighter by hiking the
policy rate. As empirical results show, a conventional monetary policy of raising the policy rate
would be optimal to fight against inflation for achieving and maintaining price stability, which is
the primary objective of the Bank of Thailand, as well as beneficial for preventing Thai baht
depreciation. In a nutshell, Thailand's inflation is highly sensitive to external factors, particularly
global oil prices. Thai monetary authorities need to pay greater attention to external
developments and react to a greater variety of shocks by focusing a rule-based monetary policy
under a more flexible exchange rate regime, to insulate its economies from the external shocks.
In the presence of external-driven inflation, the role of ruled-based monetary policy, especially
under inflation targeting, requires a combination of effective communication, flexibility, and a
measured approach to policy adjustments. For example, the central bank should communicate
to the public about the external factors influencing inflation. The central bank may adjust its
policy rate in response to external-driven inflation as demonstrated in our prior findings.
Additionally, it is necessary for the central bank to regularly oversee exchange rates, as they
serve as a conduit for external influences that can impact inflation.

Nevertheless, there are some limitations to this study. First, the unemployment rate
appears to be a weak measure for a demand-side inflation determinant. It does not appear to
have a significant relationship with inflation and other domestic macroeconomic indicators.
Therefore, the further study should consider applying the variation of GDP, such as output gap
and industrial production index as a proxy for demand pressure. Second, the structural breaks
are not included in SVAR model, which would affect parameter estimates, impulse response
function and forecast error variance decomposition of the model analysis. Several econometric
approaches, such as Structural Break analysis, Time-Varying Parameter models, Cointegration
analysis and Bayesian analysis, can be used to improve the estimation and understanding of

Thai inflation.
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Appendix A Time Series Properties of Variables

Table A.1 Unit Root Test Results in Level Form

Variable Constant (Q); The ADF Test Statistic The KPSS Test Statistic
Trend (T) Lag ADF- Inference  Bandwidth LM- Inference
Length statistic at 5% statistic at 5%
GT 0 -11.76* S, 1(0) 3 0.040 S, 1(0)
Ao
C 0 -11.77* S, 100) 3 0.089 S, 100)
GT 12 -5.05* S, 1(0) 3 0.065 S, 1(0)
Aune
C 12 -5.02% S, 1(0) 3 0.230 S, 1(0)
GT 0 -11.88* S, 1(0) 4 0.070 S, 1(0)
A
P C 0 -11.87* S, 1(0) 4 0.206 S, 1(0)
CT 2 -5.99* S, 1(0) 9 0.062 S, 1(0)
Apr
C 2 -6.01* S, 1(0) 9 0.070 S, 1(0)
GT 0 -13.42* S, 1(0) 5 0.031 S, 10)
Aer
C 0 -13.42* S, 1(0) 5 0.108 S, 1(0)
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Table A.1 (Continued)
Notes:

(1) The ADF test examines the null hypothesis of non-stationarity (or the presence of unit
root). The optimal lag for the ADF test is selected based on the SIC Criteria. Its critical
values at 5% are -3.426 and 2.872 for the model with and without trend, respectively.

(2) The KPSS test examines the null hypothesis of stationarity. The bandwidth in the KPSS
test is selected by the Newey-West automatic method. Its critical values at 5% are 0.146
and 0.463 for the model with and without trend, respectively.

(3) S represents stationary and 1(0) represents stationary at the level form.

(4) * indicates statistical significance at 5% level

Source: Author’s Study

Appendix B Cointegration test

Table B.1 The Johansen Cointegration Test Results.

HO: Hypothesized number of

Trace Statistic Max-Eigenvalue Statistic
cointegration vector
r=0 474.97% 166.30*
r<i 308.67* 99.23*
r<2 209.43* 90.09*
r<3 119.33* 82.94*
r<4 36.38* 36.38*

Notes:

(1) The assumption that cointegrating relationship include a constant, short-run dynamics
include a constant as well as associated VAR has both a constant and trend, is
employed for the Johansen Cointegration test.

(2) The optimal lag length is set to 2 based on AIC, HQ and FPE criterion.

(3) * indicates statistical significance at the 5% level

Source: Author’s Study
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ABSTRACT

Historically relatively few Thai people were covered by health insurance, and most
medical treatment was inaccessible or expensive. The implementation of Universal Health
Coverage (UHQ) since 2001 has entitled everyone to affordable treatment. It was speculated
that this would result in excess healthcare consumption — a moral hazard. The current study
was designed to determine whether moral hazard existed here, and if so, its magnitude. The
study used panel data relating to 1,129 individuals’ socioeconomic circumstances and utilization
of healthcare services from 2000 to 2006 in four Thai provinces (Buriram, Chachoengsao, Lopburi
and Sisaket). It compared the healthcare utilization of individuals before and after the
implementation of UHC. Analysis was performed using a novel estimator, a nonlinear in
Extended Two-Way Fixed Effect Difference in Differences (ETWFE DID), which was applied to
individual panel data to investigate changes in individual behaviors before and after the
introduction of UHC. The analysis provides evidence of a temporary 2.14% increase in
outpatient utilization in previously uninsured individuals immediately following the introduction
of UHC. The increase may be attributed to pent-up demand or “novelty factor”. There is no

evidence of sustained moral hazard.
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Background and Significance of the Research Problem

Thailand is one of a group of ambitious developing countries keen to escape the middle
income trap. It has high levels of inequality as is shown by its large proportion of uninsured
citizens before 2001. At that time those who had low incomes or lived in rural areas had difficult
and limited access to healthcare services. The country needed to take steps in order to compete
with other countries and escape the middle income trap.

Universal Health Coverage (UHQC) is a solution which can allow everyone to have access
to the healthcare they need without suffering financial hardship.

Prior to the introduction of UHC there were four health insurance schemes: MWS (for
people below the poverty line and, from 1992, the elderly, disabled and children; funded by
general taxation and covering 31.5% of the population); CSMBS (current and retired civil servants,
general taxation, 8.5%); SSS (formal sector workers; general taxation and employer/employee
contributions, 7.2%); and VHCS (informal sector workers and their households; general taxation
and employee contributions, 20.8%) (Suraratdecha et al, 2005, Supakankunti, 2001,
Tangcharoensathien et al., 2008).

These four health insurance schemes did not cover the whole population: 18.5 million
people (approximately 29% of the population) remained uninsured (Limwattananon et al., 2015).

UHGC, also known as the 30 Baht Program or Gold Card Plan, was implemented in 2001
and extended coverage to 18.5 million previously uninsured citizens. It also replaced previous
health schemes which covered citizens in the informal sector: MWS and VHCS.

UHC was initially implemented in April 2001 in six pilot provinces, and later extended to
15 provinces (June 2001) then 75 provinces (October 2001). Bangkok was the last district to join
the program (April 2002). The scheme operated alongside the two other main health insurance
schemes in the formal sector, CSMBS and SSS. Each scheme served different, non-overlapping,
sectors of the population, so after 2002, all citizens were covered by one of the three healthcare
systems.

Individuals who were previously covered by MWS were expected to co-pay no more than
30 baht per visit (about US$ 0.70 in 2001), whereas individual treatments under the old scheme
were free. However, all patients under UHC had the right to refuse to pay. This made the
income from this system very low — much lower than the administration cost — so in 2006, the

30 Baht co-payment was eliminated.
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Currently more than 75% of the population is covered by the UHC scheme with
demonstrably improved access to healthcare services (Panpiemras et al., 2011; Suraratdecha et
al., 2005). Which also reduced the financial burden on Thai people — especially the poor
(NaRanong & NaRanong, 2006).

However, whilst a UHC program can directly impact people in terms of cheaper
healthcare, it may encourage individuals to increase their utilization of healthcare services.
Moreover, an increase in such utilization leads to higher medical expenditure which government
has to bear. This problem leads to a common argument against this policy under an asymmetric
information theory called a moral hazard problem: UHC beneficiaries have a tendency to over-
consume healthcare services (ex post moral hazard) because the care is free to them at the
point of delivery, and they are also less likely to engage in preventive behaviors (ex ante moral

hazard).

Literature Review

In health economics, the best practise in investigating changes in behaviors, including
moral hazard, is a randomized controlled trial (RCT). However, RCTs are expensive to conduct,
so to date there have been only three related to health economics, two of them in the United
State (the RAND Health Insurance Experiment and the Oregon Health Insurance Experiment) and
one in Mexico (the Seguro Popular Experiment).

To investigate moral hazard where RCTs are not possible longitudinal data (also known
as panel data) can be used to measure the effects of an intervention in a “quasi-experiment.”
Early investigations into moral hazard using panel data were conducted in Britain, the United
States, and China. The first of these (Courbage & de Coulon, 2004) used the British Household
Panel survey data from 2000 to 2001 to investigate moral hazard in healthcare consumption
and found no clear evidence of moral hazard. Similar results were also obtained in the United
States using a panel study of income dynamics from 1999 to 2003 (Stanciole, 2008). Results
from using the China Health and National Survey were similar (Lei & Lin, 2009; Ma et al., 2016).

However, Kim et al. (2015) found that in South Korea the number of days spent in hospital
and number of outpatient visits were elevated among those who were Medical Aid recipients

over those of Health Insurance beneficiaries.
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There have been few studies in Thailand which have investigated this moral hazard effect
due to the lack and limitations of available data sources. Ghislandi et al. (2015) use cross-
sectional data from the Thai Health and Welfare Survey (HWS) both before and after UHC was
implemented. They used the data from 1996, 2001 and 2003 and applied difference-in-
differences (DID) and propensity score matching (PMS) techniques. The findings suggested UHC
does not lead to ex ante moral hazard since it does not increase the tendency to smoke, drink
or drink-drive. However, they found that UHC increase healthcare consumption including: the
number of annual check-ups, the likelihood of hospitalization, the duration of hospital stays,
and the level of outpatient utilization. However, they did not emphasize that this was evidence
of ex post moral hazard since it might have been because of prior income or financial
constraints.

lyavarakul (2018) used data from the Thailand Supplement Household Socioeconomic
Survey of 2007. Ex ante and ex post moral hazard were simultaneously estimated to avoid a
problem of selection bias. The results confirmed the absence of both ex ante and ex post moral
hazard from the introduction of UHC.

Recently, Srimuang and Pholphirul (2022) use three cross-sectional data sets from 2015,
2017 and 2019 from HWS to investigate moral hazard in dental treatment. They found evidence
of moral hazard only in terms of dental care visits such as preventive care and costly restorative
dental treatment in groups of people who have generously dental benefits coverage, but no
evidence of overall increased dental utilization.

Other studies use healthcare utilization variables such as outpatient, inpatient,
emergency or doctor visits as dependent variables. For example, Limwattananon et al. (2015)
use cross-sectional data sets from 2001, 2003 and 2005 from HWS. They found evidence of
increasing inpatient admission and ambulatory care. The same data sets were also used by
Gruber et al. (2014) who also found increasing healthcare utilization and reduced infant mortality rate.

None of the previous studies about moral hazard effects arising from the introduction of
Universal Health Coverage in Thailand has used longitudinal or panel data which allow analysis
of changes in individual behavior. This research therefore is the first empirical attempt to use
longitudinal data from the Townsend Thai Project to analyze moral hazard effects of the

Universal Health Coverage scheme upon individuals’ healthcare.
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Research Objectives
This study aims to: (1) prove whether moral hazard in healthcare exists with respect to
the introduction of UHC in Thailand, and (2) examine how individuals’ characteristics influenced

their healthcare consumption following this change.

Scope of Research

This study used a longitudinal (panel) data set from the Townsend Thai Project which
started in 1997 and ran until 2017. It covered four Thai provinces: Chachoengsao and Lopburi
(semi-urban provinces in the more developed central region of Thailand), and Buriram and
Sisaket (rural and less developed regions in the northeast). In each of the four provinces the
survey was conducted in four randomly selected villages.

The project followed a same set of approximately 600 randomly selected households.
The sampled households were interviewed monthly using questionnaires which covered many
aspects including household finances, individual occupation, and individual health insurance,
sickness, and healthcare consumption.

The duration of the panel allows not only analysis of changes in behavior but also control
for unobservable, time-invariant characteristics of both individuals and households. Moreover,
since some policy changes take time to take effect, long panel data are more reliable than using
cross-sectional data from just before and after a policy implementation. In the case of policies
which are particularly attractive or needed (such as UHC), immediately after policy
implementation people who are in a state of need might over-consume as they now have
access to services which were previously unaffordable; consumption should subsequently
normalize.

Because of possible composition change, the analysis was restricted to up until February
2006 in the post-treatment period. The pre-treatment period needed to be long enough to
visualize and evaluate a parallel trend assumption, but not so long that there is either significant
compositional change or exogenous shock which may make it unlikely for a parallel trend to
hold. Consequently, the period of study was restricted to from July 2000 to February 2006 (78
months). The criteria for how to construct and identify treatment assignment and status are
available on request from The Research Institute for Policy Evaluation and Design (RIPED,

University of the Thai Chamber of Commerce).
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Research Methodology

The estimate of difference-in-differences using standard two-way fixed effects estimation
is as follows.

Yit = o + oy + tD; + XieB + Hit (0

Let ATT, denotes the average treatment effect on the treated. It is defined in term of
potential outcome as:

ATT; = E[Y;e(1) — Y;e(0)| Dy = 1] )
where j and t index individual and survey month respectively. Yj; represents the
dependent (outcome) variable which, in moral hazard context, is healthcare utilization.

ajis an individual fixed effect which captures time-invariant characteristics of an
individual and a; is a time fixed effect which captures macroeconomic shock that affects
individuals equally.

Dj; is a dummy variable equal to one if individual / participated in the treatment group
in time period t, otherwise zero.

Xt is a vector of covariates which are independent variables. It reflects individuals’
characteristics, household demographics and socioeconomic characteristics following Andersen
health utilization model including (1) predisposing factors such as gender and age, (2) enabling
factors such as healthcare insurance, and (3) need for healthcare services (Stanciole, 2008).

[ is a vector of coefficients of covariates as above.

Wit are idiosyncratic and time-varying unobservable (stochastic error term).

This equation allows T to capture the ATT; that is, it measures the average effects of
the treatment on the group which switches from being untreated to being treated.

Identification strategies for control and treatment groups are crucial in this study since
the previous literature of moral hazard effect in Thailand has used different sources of data.
Treatment status was assigned to individuals who have never had any prior public health
insurance and then become insured with UHC after the healthcare reform of 2001. The control
status in previous studies was assigned to those who worked in the formal sector and held
CSMBS and SSS coverage (Ghislandi et al., 2015; lyavarakul, 2018).

Another significant difference from the previous literature is how we observe health
insurance status. Early studies that used the Thai Health and Welfare Survey or the
Socioeconomic Survey of Thailand were able to distinguish type of health insurance since this

was already included in survey questionnaires (Ghislandi et al., 2015; lyavarakul, 2018).



Moral Hazard or Pent-up Demand? Evidence from a Quasi-experiment Concerning 25

Townsend Thai Data does not include type of health insurance directly in the survey
guestionnaires and so requires another approach. This study used age, occupation, type of
wage/income and benefit from the employer, along with information about who paid for
treatment to identify insurance coverage.

However, people in the informal sector (a majority of treatment group) may have a
pattern of seasonal jobs, resulting in changes to their healthcare insurance scheme. This may
violate strong exogeneity assumptions which requires the composition of the group to remain
stable throughout the analysis period. In the first stage of analysis, | will assume that the
treatment status is stable (absorbing treatment), once individuals receive a treatment, they
cannot leave the treatment in any future periods t. In reality, even though individuals may
change their job from formal to informal sectors, some kinds of insurance protection such as
SSS extend insurance cover for a period after quitting formal employment. Informal
employment is contribution-free, whilst formal employment requires a small contribution which
is directly taken from wages. | argue that under such circumstances individuals are unlikely to
change their behaviors with respect to healthcare utilization: it’s only the convenience in visiting
the healthcare provider that may change.

The introduction of UHC in Thailand started at different times (staggered adoption)
according to province. Sisaket was a province in the second five pilot provinces which started
in June 2001. UHC was then extended nationwide in January 2002. Table 1 shows how

individuals were classified into treatment and control groups.

Table 1 Identification Criteria

Group Sub-group Criteria
Treatment Early Who never had any kind of insurance and lived in Sisaket.
Late Who never had any kind of insurance and lived in other provinces.
Control Who constantly held CSMBS and SSS
Excluded Who held MWS and VHCS and transferred to UHC

Source: Author’s Study
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Table 2 Description of Variables Used in This Study.

Variables

Meaning

Dependent ~ Number of outpatient

Variable utilizations
Independent Male
Variables
Age
Married

Primary

Years of education

Household size

Household income

Household wealth index

Count variable indicates number of outpatient
utilizations respondents used in the previous
month.

Dummy variable = 1 if the respondent is male,
otherwise 0.

Age in years of respondents

Dummy variable = 1 if the respondent is
married, otherwise 0.

Dummy variable = 1 if the respondent has at
least primary education, otherwise 0.

Year of education of respondents.

Number of members in respondent’s
household.

Monthly household income (median) in
thousand Baht.

Household wealth index of respondent’s
family, calculated by ranking all households in
the survey by household wealth and then
partitioning them into four groups - from the

poorest (group 1) to the richest (group 4).

Note: The independent variables from this table will be used to assert propensity score

matching and overlapping (common support) before further analysis.

Source: Author’s Study
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Table 3 Descriptive Statistics of Treatment and Control Groups before Policy Intervention

Treatment group Control group Difference
(p-value)
Outpatient utilization 0.009 0.040 -0.031%**
(0.002) (.009)
Male 0.520 0.520 0.000
(0.017) (0.030)
Age 36.560 35.996 0.563
(0.406) (1.085)
Married 0.699 0.608 0.091%**
(0.016) (0.030)
Primary Education 0.223 0.418 -0.194***
(0.014) (0.030)
Years of education 5.494 7.128 -1.631%%
(0.098) (0.287)
Household size 4.923 5.139 -0.216
(0.074) (0.136)
Household income 20.363 29.949 -9.585%**
(2.894) (3.162)
Household wealth index 2.435 2.982 -0.547%%
(0.038) (0.064)
No. of individuals 856 273
No. of observations 12,923 4,673

Note: Standard deviations in parentheses. Summary statistics for individual characteristics
calculated based on 18 months prior to policy reform. *** ** and * indicate significance at the
1, 5, and 10 percent critical levels using t-test.

Source: Author’s Calculation

After classifying individuals into treatment and control groups, the baseline characteristics
from Table 2 will be used to calculate propensity score to find the overlapping (common
support) between these two groups. This process is to assure that the groups are comparable
and to reduce extrapolating outside individuals’ shared characteristics. It can be seen in Table
3 that some of individual characteristics such as marital status, level of education, household
income and household wealth differ significantly between treatment and control groups. Figure

1 shows the process of analysis.
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Figure 1 Methodology Framework and Process of Analysis

Source: Author’s Study

Conventional estimation methods using standard two-way fixed effect in difference-in-
differences research design in the context of staggered adoption have been widely discussed
recently. Concerns have been raised by economists and econometricians due to potential
problems arising from the weight of heterogeneous treatment effects across individuals and
time. The weight problem is caused by comparison between treated groups with already treated
groups as control (Goodman-Bacon, 2021; de Chaisemartin & D’Haultfoeuille, 2020; Callaway &
Sant’Anna, 2021; Sun & Abraham, 2021).

To correct for this problem, Wooldridge (2021, 2023) proposed a new method termed
Extended Two-way Fixed Effect (ETWFE) which allows for sufficiency heterogeneous treatment
effects over time and across groups, yielding a robust estimator. The new method also can be
applied to non-linear settings when outcome of interest is in count, binary or fractional form.
Moreover, the ETWFE method also has a degree of resilience to the case that the data are

unbalanced and utilizes more of the data than previous methods.
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Another benefit of this new method is that it can be modified to verify the parallel trend
assumption and also correct for it when the assumption does not hold. It can also be modified
to verify no-anticipation assumptions and attrition bias in the case of unbalanced panel data.

For outcomes such as count data, which are nonnegative integers without a natural upper
bound, the model G(.) in equation 3 will employ the exponential mean function coupled with
Poisson quasi-log likelihood (QLL) in pooled quasi-maximum likelihood (QML) estimation.

For individual /, ¢ indicates a group of individuals and t indicates calendar time. The first-
time treatment occurs at time t = g. In this analysis | defined a vector of group indicators, D,
identified by when an individual is exposed to treatment for the first time. Once individuals get
exposed to treatment, they remain treated though out the period of analysis. For the purpose
of the model the control group, never treated group, are assumed to have been treated in

period infinity, t = co.

{ T T T T T T
Y, =G | a+ Z BeDig + Xik + Z(Dig. XOng + Zysfst + Z(fst. X)m + Z Z 845 (Wie. Dig. f5¢)
[ 8=q g=q s=2 s=2

g8=9 s=g

T

T T
+ Z Z(Wit- Dig- fst- Xig)igs + Z Qg(Digt) + Hit (3)
8=q s=g g=4d
cohort—specific trend

Xjis a vector of time-invariant pre-treatment including strict exogeneity time-varying
covariates: gender, education, age. The individual’s age represents an example of a strict
exogeneity time-varying covariate in this model.

fst is a set of mutually exclusive time dummies which can have only two values, all zero
for control group, one for treated group ¢ after first exposed to treatment at t=g, otherwise zero
(pre-treatment period).

Xig is the cohort-specific means of covariates. A cohort is defined as a group consisting

of all individuals who were first treated at the same time.

Xig = Xi — E(Xi|Djg = 1) = X; =X = X; — Ng* XL, DpiXp, (4)

Sgs can be interpreted as the ATT which also resulted from centering covariates so
making (Sgs easier to interpret.

€gs represents heterogeneous treatment effects which are also known as “moderating
effects”. These coefficients allow capture of how treatment effects vary between various sup-

populations.
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The ATTs can be aggregated by group and time to generate a cohort specific aggregate
treatment effect. Similarly, they can be aggregated for an overall treatment effect. They can
also be aggregated to form calendar and event effects.

In case of violation of the parallel trends assumption, the equation will be extended by
including cohort-specific time trends for both linear and non-linear G(.) specifications.

To verify the parallel trend assumption, perform the following joint test:
Hy: Qg =0forg=q,.., T
Ho * Qune’or = Yanroz =0 (5)

In this analysis, g is referred to as a cohort-specific group. For example, Sisaket was the
only province which implement UHC in June 2001. The other three provinces later implemented
it in January 2002.

If the results show that the null hypothesis was rejected, it means that there has been a
violation of the parallel trend assumption. However, including cohort-specific time trends will
help address the problem as they act as to correct the violation of the parallel trend
assumption. In the case in which null hypothesis of parallel trends is not rejected, it is not

advisable to include cohort-specific linear or non-linear trends since doing so will introduce

further unnecessary multicollinearity in the model.

Results
The main research design used in this analysis is DID. It’s first assumption states that in
the absence of treatment, both groups will have a similar evolution of outcome.

Outpatient Visit

.06
L

04
L

Outpatient Visit Count

02

o

T T T T T T T
July'00 July'01 Feb'02 Feb'03 Feb'04 Feb'05 Feb'06
Month

Figure 2 Mean outpatient utilization before and after UHC implementation. The vertical dashed

Treatment group Control group I

lines represent the months of UHC implementation

Source: Author’s Calculation
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Figure 2 shows average outpatient healthcare utilization in the treatment and control
groups. The trends of outpatient utilization were rising in both treatment and control groups
prior to July 2001. It is clear how outpatient utilization increased in the treatment group
immediately after July 2001, but declined in the control group. However, after mid-2002 both
the treatment and control group trends move together, as they did before July 2001. This
visualization suggests that the parallel trend assumption holds. The event study and the joint
test results will subsequently confirm the validity of the parallel trend assumption.

Event Study Results

Consider the event study which is referred to as a dynamic difference-in-differences: this
specification allows for time-varying treatment effects and shows the long-term effects of an
intervention. The main purposes are to visualize the parallel trends assumption and observed
the treatment effect heterogeneity over time.

-2 L
Yie = o+ A+ Z BeDig: + Z BeDlgr + Xigel + vig
£=0

K (6)
leads lags

Individuals in the treatment group consume or utilize healthcare services B, more than

individuals in control group £ months after treatment relative to the difference in the months
before treatment.

B¢ can be interpreted as the effect of treatment for different lengths of exposure to the
treatment. In the event study frameworks By_; is normalized to be equal to zero in the
reference period. This also resolves the multicollinearity problem. The estimation of B (beta
zero) is an instantaneous (or contemporaneous) treatment effect and refers to the average
treatment effect in the first period after the policy is implemented. Note that, in causal
inference, the positive values of € represent treatment lags. This is the opposite of the lag sense
in general understanding or financial economics. The estimate of B, is, in effect, the coefficient
on the #™ lag. Generally speaking, this is the average effect of treatment £ periods after the
first (immediate) adoption period.

Recently Sun and Abraham (2021) found that in the setting of staggered adoption the
coefficient is contaminated by the effects from other periods, so the coefficients do not
necessarily capture the true dynamic treatment effects. To identify those true coefficients with
differential timing adoption, Sun and Abraham (2021) recommend dropping two leads term, not
just first the lead term. To circumvent this issue, | modified the original package “eventstudyinteract”

(Sun & Abraham, 2021) to accommodate the count data in the Poisson model.
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Figure 3 shows dynamic treatment effect estimates for the effect of the introduction UHC
using equation 6. Estimates before the introduction of UHC are close to zero and are never
statistically significant at the 5% level. This provides evidence to favor the parallel trend
assumption. Estimates start increasing and are statistically significant at the 5% level after the
introduction of UHC. After peaking at five months, the estimates start to decline, becoming
statistically insignificant towards the end of the analysis period.

Figure 3 also shows, as expected, no anticipatory effect in the time prior to introduction
of UHC which differs from other policy introductions, for example cash transfer or minimum
wages; those policies induce people to behave differently before the policy actually starts.

Event Study

Average Treatment Effect (ATT)

1
I
1
I
1
I
1
I
1
1
T T T T T T T T T T T T
-18 -12 -6 o] 6 12 18 24 30 36 42 48 54
Periods since the event

Figure 3 Dynamic Treatment Effect
Note: This figure plots ATT (and 95 percent confidence intervals) from estimation based on the
modified eventstudyinteract package.

Source: Author’s Calculation

Extended Two-way Fixed Effect Results

Table 4 shows the results for both the simple model when G(.) is a linear function
estimate using ordinary least squares (first column) in equation 3 then follow with a more
complicated one where G(.) is a non-linear exhibits exponential mean function coupled with
the Poisson QLL in pooled QML estimation (second column).

Estimates of the effect of introducing UHC are positive and show little difference in
aggregated average treatment effect between these two models. However, according to the
Poisson model, which is correctly specified to accommodate the behavior of count data in
health econometric space that is often highly skewed with mass zeros, overall the individuals
in the treatment group who were previously uninsured experienced a 2.14% significant increase

in outpatient utilization following the introduction of UHC in July 2001.
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The results also show that the treatment effects are both positive and significant for the
early and late treatment groups. However, the treatment effect in the early treatment group
(individuals who were previously uninsured in Sisaket) is higher than for the late treatment group
(individuals who were previously uninsured in the other three provinces). This can be explained
as the effect of the focused government information campaign which included Sisaket in the
group of pilot provinces before nationwide UHC implementation.

The ETWFE also provides the moderating effect, which in this case can refer to a
Conditional Average Treatment Effect on treated (CATE). This is one of the benefits of using
ETWFE, since the covariates used in DID need to be time-invariant or at least strictly exogenous.
Traditional TWFE will not be able to recover CATE because the estimation process will drop
those time-invariant covariates.

According to the estimations of the moderating effects, previously uninsured individuals
who are older are more likely to consume more healthcare. In contrast, those who are better
educated are likely to consume less healthcare. Finally, there is no differences in healthcare

utilization between the genders.

Table 4 Result from Using Extended Two-way Fixed Effect Model

Ordinary Least Squares Poisson
(Linear) (Non-linear)
Aggregated ATT 0.0167*** 0.0214%**
(0.0003) (0.0009)
Early treated ATT 0.0186*** 0.0256***
(0.0001) (0.0018)
Late treated ATT 0.0145%** 0.0166™**
(0.0001) (0.0002)
Male -0.0194 -0.8362
(0.0162) (0.6690)
Age 0.0014%** 0.0256*
(0.0006) (0.0137)
Education -0.0042%** -0.1299*
(0.0015) (0.0676)
Number of individuals 1123 1123
Number of observations 63424 63424
R? 0.0307 -

BIC - 29879.6
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Table 4 (Continued)

Note: Robust clustered standard errors by individual shown in parentheses. The standard errors
were estimated using the delta method. p-value and 95% confidence intervals for aggregate

ATTs calculated from bootstrapping. BIC: Bayesian Information Criterion. ** p < 0.01; *p < 0.05; *p < 0.1.

To provide more concrete evidence of no violation of parallel trend assumptions, rather
than relying on visualized the trend graph in figure 2 and event study in figure 3, | also re-
estimated the model with cohort specific in both linear and exponential time trends, as depicted
in equation 3. The results are shown in Table 5. The overall joint test results do not reject the

null hypothesis of parallel trend in both linear and exponential time trends.

Table 5 Joint Test for Violation of Parallel Trends Assumption

Linear trends Exponential trend
Early treated group 0.0004 -0.0589
(0.0005) (0.0996)
Late treated group 0.0004 0.0152
(0.0006) (0.0235)
Joint test result Chi2(2) = 0.24 Chi2(2) = 0.83
Prob>chi2 = 0.7858 Prob>chi2 = 0.6590

Note: None of the above results was significant at p < 0.1 level.

Source: Author’s Study

Discussion and Conclusion

It has been suggested that when beneficiaries share a portion of the cost burden, they
will be more prudent with their healthcare visits and reduce the overall cost of healthcare.
However, healthcare does not follow the normal goods assumption that price reduction leads
to more consumption since, in general, people do not enjoy visiting to see a doctor — even if it
is free. Indeed, visiting a healthcare provider still costs the patients, both monetarily (e.g.
transportation costs), and non-monetarily, in the form of opportunity costs such as forgone
income by missing work (Lucifora & Vigani, 2018). Patients also bear the utility loss from waiting,
potentially for many hours and surrounded by sick people, before seeing a doctor.

In this study, | evaluated the intervention of UHC by using long survey panel data with

extended research designs. Using these data with the novel estimations, | found a slight overuse
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in healthcare utilization in the treatment group relative to the control group following the
introduction of UHC. The magnitude of this overuse gradually declined over time. Ghislandi et
al., (2015) found a similar post-treatment increase, but their study, being short term, did not
identify a subsequent normalization in healthcare utilization.

This overuse and subsequent normalization can be explained in two ways: (1) prior to
the introduction of UHC, there was a “backlog” of untreated condition leading to elevated
treatment demand once UHC was introduced, i.e. pent-up demand; (2) given the lack of
experience of medical treatment prior introduction of UHC, engaging with health services could
be seen as novel and interesting leading to an initial surge in demand for treatment out of
curiosity. The normalization of demand overtime may be attributed to: (1) the elimination of
the “backlog” through treatment and/or (2) a fading of the novelty factor. In summary, this

study provides no evidence of a sustained moral hazard.

Suggestions

Application

As other researchers have indicated, zero or low-cost healthcare insurance may lead to
unwanted behaviors and there is a trade-off between the welfare gains and moral hazard.
Increased healthcare utilization by the previously uninsured would mean that the policy is really
working: better access to healthcare through UHC not only leads to improved individual health
but may also lead to improved health education benefiting not only individuals but also their
families. This may lead to improved overall health behaviors and outcomes, possibly helping
to offset the cost.

The benefits of improved health following the introduction of UHC are not limited to
individuals and their families, but also extend to the workplaces, to the economy, and to society
in general.

Given the importance of understanding the relationship between individuals’ behaviors
and the availability and affordability of healthcare, there is a need for panel data covering
individuals’ socioeconomics, insurance coverage and behaviors (both healthy and unhealthy).

Given the negligible moral hazard following the introduction of UHC and the clear benefit
to the health of individuals, UHC should be extended to cover additional group within
Thailand’s boundaries including non-citizen groups such as unregistered hill tribes people and

refugees.
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Further Research

For further study, the Townsend data source also contains details about diseases and
symptoms. Researchers in the medical area might therefore find it beneficial for in-depth
analyses of patient responses and behaviors.

Such rich data also open up for researchers opportunities to apply more complicated,
and possibly more suited, approaches to analysis; DID research design relies heavily upon many
strong assumptions, and recently developments in this area have tried to relax those
assumptions, for example, in case of treatment that can be switched on and off (de Chaisemartin
and D'Haultfeeuille , 2023), or in case of continuous treatment (Callaway et al., 2021), and with
recent developments in machine learning such as causal forest there may be opportunities to
provide deeper insights into the data.

Using other datasets available in Thailand such as The Household Socio-Economic Survey
and Health and Welfare Survey from National Statistical Office of Thailand (both of which are
cross-sectional) researchers may be able to apply propensity score matching to create pseudo-
panel datasets. Such an approach may yield similar results to this research. However, with recent
changes in benefits for each insurance type such as the expansion of UHC benefit coverage and
the contraction in CSMBS coverage the results may show moral hazard in individuals covered

by UHC, a scheme which has more generous benefits than both CSMBS and SSS.
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ABSTRACT

This paper presents a dynamic framework to analyze the impact of land utilization
conversion charges as a tool for protecting the SPK4-10 farmland that received land title deeds
from being converted into non-farmland. The analysis confirms that the optimal investment
period of a land development project is further prolong by the application of a higher land
utilization conversion charges. This paper applies an optimal development time method to

keep SPK4-10 with land title deeds from being over-converted into other types of land use.

Keywords: SPK4-01 Land Title Deeds, Land Conversion Charges, Optimal Stopping Time
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ABSTRACT

The COVID-19 pandemic unveiled widespread alcohol consumption as a global coping
mechanism for individuals facing fear, loneliness, and stress. The primary research goal is to
address the gap concerning the link between COVID-19 lockdowns and alcohol consumption in
Thailand. By employing a regression model rooted in economic demand theory which
incorporates demographic variables, COVID-19 impacts, and seasonal variations, and utilizes data
spanning 40 quarters from 2013 Q1 to 2022 Q4, key variables such as GDP, price, and population
are found to significantly influence alcohol consumption. Notably, the study identifies a shift
in alcohol from being an inferior to a normal good during the pandemic. This study shed light
on the lasting consequences of lockdown-induced alcohol consumption on public health and
support strategies for vulnerable populations. The findings contribute to a more comprehensive
understanding of the enduring impact of lockdowns in Thailand and their association with the
use of alcohol as a coping mechanism. These findings lay the groundwork for addressing public
health challenges and designing targeted policy interventions to mitigate the long-term effects

of increased alcohol consumption during lockdowns.

Keywords: Alcohol Consumption, Regression, Lockdowns, COVID-19

! Corresponding Author, Lecturer, Faculty of Economics at Sriracha, Kasetsart University, Sriracha Campus
E-mail: waranan.ta@ku.th
2 Senior Lecturer, Department of Global Value Chains and Trade, Faculty of Agribusiness and Commerce,

Lincoln University, E-mail: wei.yang@lincoln.ac.nz



54 Waranan Tantiwat and Wei Yang

Background and Significance of the Research Problem

When evaluating the well-being of societies, it's widely recognized that individuals
employ various coping mechanisms to navigate the challenges of life. Among these mechanisms,
alcohol consumption (ethyl alcohol) has emerged as a prevalent response to cope with fear,
loneliness, and pervasive unease (Huang & Zhao, 2020; Sharma et al., 2020; Zhang et al., 2020).
Notably, research by Galea et al. (2020) highlights a concerning association between substance
use, including alcohol consumption, and the rise of mental and behavioral disorders such as
depression and anxiety. Furthermore, Clay and Parker (2020) elucidate how impaired decision-
making and physiological stress variations elevate the risk of stress-induced alcohol
consumption.

Recent studies have painted a stark picture of elevated rates of depression, anxiety, sleep
disturbances, harmful alcohol usage, and diminished mental well-being during the COVID-19
pandemic (Ahmed et al., 2020; Brooks et al., 2020; Cao et al., 2020; Glowacz & Schmits, 2020).
The emergence of COVID-19 in Wuhan, Hubei province, China, and its rapid global dissemination
as severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) transformed it into the
ubiquitous COVID-19 (NIH, 2020). Characterized by symptoms including fever, fatigue, dry cough,
muscle pain, and shortness of breath (Chodkiewicz et al., 2020), this disease rapidly evolved
into a pandemic, casting a daunting shadow over international public health (World Health
Organization, 2020).

Governments worldwide responded with stringent public health measures aimed at
curbing transmission (Rodriguez et al., 2020; Jacob et al., 2021). These measures, often involving
stay-at-home orders and legislation that restricted personal freedoms, plunged populations into
a maelstrom of fear and loneliness. It's reasonable to infer that this stressful environment
triggered a significant surge in alcohol consumption.

During the COVID-19 pandemic, Nielsen's market research disclosed a staggering 55%
increase in alcohol sales in the USA compared to pre-pandemic levels (Bremner, 2020). The
International Wine and Spirits Registry (IWSR) reported a remarkable 2.0% surge in total beverage
alcohol volume in the USA for 2020, marking the most substantial increase since 2002.

A recent Nanos poll unveiled that Canadians increased their alcohol consumption during
the COVID-19 pandemic-related quarantine (Canadian Centre on Substance Use and Addiction,
2020). In the United Kingdom, Finlay and Gilmore (2020) documented a 67% spike in

supermarket alcohol sales in 2020, surpassing the growth rate of overall supermarket sales.
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A sobering editorial in the British Medical Journal warned that the repercussions of increased
alcohol harm might reverberate through a generation. Emerging studies from various nations,
including the USA (Rodriguez et al., 2020), Australia (Stanton, 2020), Germany (Anne, 2020), and
Poland (Chodkiewicz et al., 2020), concur, revealing that one-fifth to one-quarter of adults
increased their alcohol consumption, primarily due to psychological distress stemming from the
perceived threat of COVID-19 (Chodkiewicz et al., 2020).

Numerous experts have postulated that the "social distancing," stay-at-home orders, and
guarantine strategies employed by governments and health officials during the pandemic will
inadvertently exacerbate mental health issues and substance abuse—a pattern observed in
previous disasters (Holmes et al., 2020). A recent article in The Lancet underscored the gravity
of alcohol use during this pandemic as a major public health concern (Clay & Parker, 2020).
Furthermore, the World Health Organization (WHO) cautioned about the potential risks
associated with increased alcohol consumption during social isolation, foreseeing a surge in
alcohol use disorders in the future (Koopmann et al., 2020).

Thailand, like many other countries, enforced stringent measures such as lockdowns and
"social distancing." From March 26, 2020, onwards, all non-essential workers were mandated to
stay home and isolate from individuals outside their households. This led to the closure of usual
venues for physical activity, including gyms and outdoor recreation facilities, thereby resulting
in adverse changes in health behaviors, including alcohol consumption (Stanton, 2020). The
pandemic was unequivocally perceived as a crisis by a substantial portion of the population,
precipitating high levels of psychological stress (Chodkiewicz et al., 2020). Startling statistics from
the Office of the Permanent Secretary, Ministry of Public Health (2021), reveal a 29% increase
in pure alcohol consumption per capita per year in Thailand from 2018 to 2020, accompanied
by a 100% surge in the number of new drinkers from 2017 to 2021 (Figures 1 and 2).

Due to an increase in alcohol consumption during social isolation in many countries, the
World Health Organization (WHO) had warned the general public of the potential risks of
increased alcohol consumption, which might result in a higher incidence of alcohol use disorders
in future (Koopmann et al., 2020). Alcohol consumption has been identified as an important risk
factor for chronic disease and injury. The effect of excess alcohol consumption on health is
damaging, with an estimated 3.8% of all global deaths and 4.6% of global disability-adjusted
life-years attributable to alcohol. Disease burden is closely related to average volume of alcohol
consumption, and, for every unit of exposure, is strongest in poor people and in those who are

marginalised from society. The costs associated with alcohol amount to more than 1% of the
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gross national product in high-income and middle-income countries, with the costs of social
harm constituting a major proportion in addition to health costs (Rehm et al.,, 2009). In terms of
social problems from alcohol abuse, the study of Clark, Lesnick, and Hegedus (1997) showed
that people with alcohol use disorders were 6 to 12 times more likely to have physical abuse.
This study also explained that sexual abuse was 18 to 21 times more likely to happen with
alcohol use disorders. Moreover, many other adverse life events were also significantly more
common with alcohol abuse including having a close friend die, arguments within the family,

and legal difficulties.
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While studies in several other countries confirm a robust link between COVID-19
lockdowns and increased alcohol consumption (e.g., Rodriguez et al., 2020; Stanton, 2020; Anne,
2020; Chodkiewicz et al., 2020), no such research has yet been conducted in Thailand.

There are some references on factors affecting alcohol consumption in Thailand. The
following literature review provides insights into the factors influencing alcohol consumption in
Thailand, drawing from research conducted between 2000 and the present day. The studies
offer valuable perspectives on alcohol consumption patterns, policy measures, and associated
problems in the Thai context. For instance, Pengpid and Peltzer (2012) revealed alcohol use
and associated factors among adolescent students in Thailand. This study investigated alcohol
use patterns among university students in Thailand. While focusing on a specific demographic
group, it provides initial insights into drinking behavior in Thailand's educational institutions.
Pramaunururut et. al. (2022) investigated the relationship between community involvement and
alcohol use, this research explores how community factors may influence alcohol consumption
in rural Thailand. It sheds light on the social aspects of drinking behavior.

While research on factors affecting alcohol consumption in Thailand is limited in the
available literature, the studies presented here offer valuable contributions to understanding
drinking behaviors, patterns, and associated challenges in various settings across the country.
These findings may inform policy measures and interventions aimed at addressing alcohol-
related issues in Thailand.

Therefore, the primary objective of this study is to address the factors that affect alcohol
consumption in Thailand before and after COVID-19 pandemic. The findings will serve as a
crucial resource for public health providers, shedding light on the potential enduring
consequences of lockdown-induced alcohol consumption in Thailand and the pressing need to
support vulnerable segments of the population. Moreover, the study's outcomes will enhance
our comprehension of the long-term ramifications of the lockdown in Thailand and its nexus

with alcohol consumption.

Research Objective
To investigate the factors that affect alcohol consumption in Thailand before and after

COVID-19 pandemic.
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Scope of the Research

This research focuses on alcohol consumption in Thailand, comparing consumption
before and during the COVID-19 pandemic. The research considers secondary data in the form
of quarterly statistics over the period 2013 Q1 to 2022 Q4, in total 40 quarters. The data were
obtained from several sources and websites including the Bank of Thailand (BOT), the Office of
the National Economic and Social Development Board (NESDB) and the National Statistical Office
(NSO).

Literature on Factors that Affect Alcohol Consumption

Economic factors play a significant role in shaping alcohol consumption patterns. The
price of alcoholic beverages, including taxes and pricing policies, is a critical economic factor
influencing consumption. Higher prices and taxes tend to reduce alcohol consumption, while
lower prices can lead to increased consumption (Chaloupka et.al., 2002; Wagenaar et.al., 2009).
Furthermore, individual and household income levels impact the affordability of alcohol. Higher
incomes generally lead to increased alcohol consumption, while lower incomes may limit
consumption due to budget constraints (Bhattacharya & Chattopadhyay, 2017; Gallet, 2007).

The factor of economic growth casts a shadow over alcohol consumption trends. As a
prevailing trend, individuals in developed nations tend to imbibe more than their counterparts
in developing countries. However, the dynamics of globalization and increased trade can
unexpectedly spark a surge in alcohol consumption in developing nations, amplifying the
availability and accessibility of alcoholic beverages. The World Health Organization (WHO, 2007)
suggests that "the general rule seems to be that alcoholic beverage consumption rises with
improving economic circumstances." Adding empirical rigor to this assertion, Helble and Sato
(2011) statistically quantify the nexus between economic growth and alcohol consumption.
Their investigation scrutinizes whether GDP growth, in addition to unemployment as studied in
previous research, stands as a pivotal driver of consumption. Their findings corroborate that GDP
growth indeed wields a discernible influence on alcohol consumption, making consumption
patterns predominantly procyclical a finding that harmonizes with existing research conducted
at the national level. Additionally, their study reveals the intricacies of alcohol consumption
changes, showing the relationship with average per capita income.

From the literature review, this study marks a significant extension of the analytical

landscape by examining the uncharted territory that involves residual factors explaining
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disparities in absolute alcohol consumption. This multifaceted exploration incorporates the year
of the COVID-19 pandemic, the interplay between the mental well-being of the Thai populace,

the shaping force of Government policies, and the dynamic influence of Thai festivals.

Hypotheses

This study formulates five hypotheses based on the following considerations:

1. GDP influences alcohol consumption in Thailand, following the normal good rule,
where an increase in income leads to an increase in alcohol consumption.

2. Price influences alcohol consumption, following the law of demand, meaning that
higher prices lead to reduced consumption.

3. Population influences alcohol consumption, meaning that an increase in the population
leads to higher overall demand.

4. COVID-19 influences alcohol consumption, as during the COVID-19 pandemic, people
tend to stay at home, and some may increase alcohol consumption to alleviate stress.

5. Seasonal factors influence alcohol consumption, with 2™, 3 and 4™ quarters having
lower alcohol consumption compared to the first quarter, mainly due to festive celebrations

such as New Year and Chinese New Year.

Research Methodology

This section is divided into three parts. In the first part we describe the model
specification that was used in the analysis. In the second part, we describe the model estimation
that is used to frame the analysis.

Model Specification

The model for alcohol consumption in Thailand used in this research is a regression
model based on the theory of demand in economics. Additionally, demographic variables,
including the COVID-19 situation, have been incorporated into the model to reflect the impact
on alcohol consumption, as well as seasonal variables. The conceptual framework of this
empirical study is shown in Figure 3, and the explanatory variables were classified into three

groups:



60 Waranan Tantiwat and Wei Yang

(i) Factors specified according to

the theory of utility

(i) Dummy variables reflecting the
Alcohol consumption in

Thailand

COVID-19 situation

(i) Dummy variables reflecting the

influence of seasons

Figure 3 Conceptual framework

Source: Authors’ Study

1. Factors specified according to the theory of utility.

- Income, which is represented by the real Gross Domestic Product (GDP) within the
country, adjusted by removing the impact of price levels to reflect consumers' true purchasing
power.

- Price, which is represented by the Consumer Price Index (CPI) of tobacco and alcoholic
beverages.

- The population, as an aggregate demand variable, is the numerical representation of
alcohol consumption of alcoholic beverages throughout the country, and thus, the population
is included as an independent variable in the model.

2. Dummy variable reflecting the COVID-19 situation.

In the model, these variables are included both as an intercept and a slope dummy,
interacting with GDP, as the researchers assume that the impact of GDP on demand is different
before and during the COVID-19 period.

3. Dummy variables reflecting the influence of seasons.
- Considering each quarter
- Divided into 2™, 3 and 4™ quarters, with the first quarter as the base group.
Model Estimation
The study utilizes multiple linear regression analysis to explore the relationship between
independent variables and the dependent variable. Ordinary Least Squares (OLS) is employed
to estimate the coefficients in the model. The functional form that was selected for this study

was a log linear. With this form, the coefficients can be interpreted as the constant elasticity of
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alcohol consumption with respect to each explanatory variable. Consequently, the final

specification of the model was as follows:

Ln(alcoholt) :BO+Blln(gdpt) +len(pricet) +[33ln(popt)+ Ba(covidt)

where:
alcohol,
gdp;

price,

POPy

covid,

93

a4

&

+B5 (covidt)'Ln(GDPt)+ [36q2t + [37q3t + ngﬁlt + &,

is the alcohol consumption in Thailand at period t (millions of baht)

is the gross domestic product of Thailand at period t (millions of baht)

is consumer price index (CPI) of tobacco and alcoholic beverages at period t
(2019=100)

is the population in Thailand at period t (people)

is the dummy variable which is equal to 1 if the period t is during the COVID-
19 pandemic

is the dummy variable which is equal to 1 if the period t is in the second
quarter of the year

is the dummy variable which is equal to 1 if the period t is in the third quarter
of the year

is the dummy variable which is equal to 1 if the period t is in the fourth quarter

of the year

is the stochastic disturbance term

Due to the limitations on data availability, it was not possible to find direct data on

alcohol consumption. Therefore, we used data on alcohol consumption values that were

adjusted by (divided by) the price, representing the following variables: consumer price index

(CPI) of tobacco and alcoholic beverages. For the adjusted consumption figures to have the

correct direction of movement, this study will remove the effect of the price level.

Results

In this section, the regression results using Ordinary Least Squares (OLS) are presented for

the analysis to identify the determinants of alcohol consumption in Thailand, as shown in Table 1.
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Table 1 Model Estimation of Alcohol Consumption in Thailand

Variables Coefficient t-Statistic Expected signs

(n(gdp) -0.7381 -1.7151* +

(n(price) -0.9955 -3.5454** -

In(pop) 6.4317 2.3855%* +

covid -19.4654 -3.9605** -

covid*In(edp) 1.3142 3.9523** -

a2 -0.0927 -2.6619** -

g3 -0.2368 -6.2424* -

qd 0.0858 3.6053** -

Constant -94.1750 -2.0785** n.a.
R-squared 0.9365 F-statistic 47.538**
Adjusted R-squared 0.9168 Durbin-Watson stat 2.0878

Notes: 1. The dependent variable in the model is In(alcohol) as given by equation in model
estimation section.

2. The model is estimated by Ordinary Least Squares (OLS) method It has been tested
and solved various problems based on the main assumptions of using OLS to estimate
regression equations, including: multicollinearity, autocorrelation, and heteroscedasticity
including normality test and unit root test to ensure there is no spurious regression.

3. t-statistic is an individual significance test for each parameter

4. F-statistic is an overall significance test for the model

5. * significant at 10%, ** significant at 1%

Source: Authors’ Study

According to Table 1, the coefficient of determination (R?) of the model is equal to 0.9365,
which is equivalent to 93.65%. This means that 93.65% of the variation in alcohol consumption in
Thailand, as the dependent variable, can be empirically explained by the estimated model.
However, the adjusted R-squared is slightly lower than R-squared due to the introduction of various
independent variables, which leads to a decrease in degrees of freedom. In addition, the overall
significance test at the 5% significance level shown by F-statistic indicates the acceptance of null
hypothesis that all explanatory variables in the model can significantly help explain the alcohol

consumption in Thailand simultaneously. An approximate model can be written as follows:
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Inalcohol) = - 94.1750 - 0.7381 n(gdp) — 0.9955 Wn(price) + 6.4317 In(pop) (1)
(-2.0785)** (-1.7151)* (-3.5454)** (2.3855)**
~- 19.4654 covid + 1.3142 covid-In(gdp) - 0.0927 g2 - 0.2368 g3 + 0.0858 qd
(-3.9605)** (3.9523)** (-2.6619)** (-6.2424)** (3.6053)**

Note: * significant at 10%, ** significant at 1%

The results show the individual significance of all explanatory variables, including dummy
variables, at 1% level except (n(gdp) which is statistically significant at 10% level. Compared to
the hypothesis, three significant variables show different signs of their coefficients from expected

which are n(gdp) covid*In(gdp) and g4.

Discussion

From the estimated regression in the previous section, each explanatory variable in the
model can be interpreted and discussed as follows:

Fundamentals Based on Demand Theory

1. GDP, representing the actual Gross Domestic Product of Thailand, serves as a proxy for
income. The study has found that GDP significantly influences the quantity of alcohol
consumption in Thailand, with statistical significance at the 0.10 significance level in the opposite
direction. In this case, considering the period before the COVID-19 situation (where the term
covid * In(edp) equals 0), the coefficient is -0.7381. This indicates that when GDP increases by
1%, it results in a 0.7381% decrease in alcohol consumption in Thailand. Furthermore, the
elasticity of alcohol consumption with respect to income is -0.7381, implying that, before the
COVID-19 situation, alcohol was classified as an Inferior good, consistent with the findings of the
study by Volland (2012).

2. Price: In this research, the Consumer Price Index for tobacco and alcoholic beverages
was used as a proxy for the price of alcoholic beverages. The study found that the price of
alcoholic beverages significantly impacts the quantity of alcohol consumption in Thailand, with
statistical significance at the 0.01 level in the opposite direction. The coefficient, which is -0.9955,
indicates that when the price increases by 1%, it leads to a 0.9955% decrease in alcohol
consumption in Thailand. This aligns with the Law of Demand, which states that as the price of
a commodity rises, consumers tend to consume less of it. Furthermore, the price elasticity of
alcohol consumption is -0.9955, illustrating the responsiveness of alcohol consumption quantity

to changes in price.
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3. Population (pop): Given that in this research, the utility of the product is characterized
by aggregate demand, representing the total quantity of alcohol consumption by people across
the country, the variable pop, indicating the population of Thailand, was included in the model.
The study found that the population of Thailand significantly affects the quantity of alcohol
consumption in the country, with statistical significance at the 0.01 level in the same direction
as hypothesized. The coefficient, which is 6.4317, shows that when the population of Thailand
increases by 1%, it leads to a 6.4317% increase in alcohol consumption in the country. This is
consistent with the hypothesis and suggests that as the population of Thailand grows, alcohol
consumption also increases by a significant amount.

4. COVID-19 Pandemic Situation: From the model specifications that include variables
representing the COVID-19 pandemic situation, both in the form of an intercept and a slope
dummy, the estimation results show that the "covid" variable is statistically significant at the
0.01 level for both the intercept and the slope dummy, specifically "covid" and "covid*In(gdp)".

This indicates that the presence of the COVID-19 pandemic has a statistically
significant impact on alcohol consumption in Thailand when considering both the period before
COVID-19 and during the COVID-19 pandemic. As a result, two distinct models can be derived
from this analysis:

Model 1 - Before COVID-19 Pandemic

This model represents alcohol consumption in Thailand before the COVID-19
pandemic and does not include the COVID-19 pandemic effect. It can be formulated as:

Model 2 - During COVID-19 Pandemic

This model represents alcohol consumption in Thailand during the COVID-19
pandemic and includes the COVID-19 pandemic effect, represented by the "covid" variable and
its interaction with (n(edp).

These two models allow for a comparative analysis of alcohol consumption patterns
before and during the COVID-19 pandemic, considering the statistical significance of the COVID-
19-related variables in affecting alcohol consumption.

By defining a model that adds COVID-19 pandemic variables to the characteristics of both
intercept and slope dummy variables to compare alcohol consumption function between pre-
COVID and during the COVID situation, the regression equation estimate showed that the COVID-
19 variables were statistically significant at the level of 0.01 for both intercept and slope dummy,

i.e. covid and covid*In(gdp), respectively. The estimated model can be shown as follows:
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1. Model in the pre-COVID-19 period: Replace covid = 0 in Equation (1) as follows:

In(alcohol) before COVID-19 = — 94.1750 — 0.7381 n(gdp) - 0.9955 n(price) 2
+6.4317 In(pop) — 0.0927 g2 — 0.2368 g3 + 0.0858 g4
2. Model during COVID-19 situation: Replace covid = 1 in Equation (1) as follows:

In(alcohol) during COVID-19 = (- 94.1750~ 19.4654) + (1.3142- 0.7381) (3)
In(gdp) - 0.9955 In(price) + 6.4317 In(pop)- 0.0927 g2 -
0.2368 g3 + 0.0858 g4

When considering Equations (2) and (3), it can be observed that both models reflect the
impact of all independent variables similarly, except for the variable 'edp.' This occurs because
the models include a slope dummy generated by the interaction between the 'covid' variable
and 'In(gdp), which explains the consumption of alcoholic beverages in the context of COVID-
19 through the 'edp' variable. In other words, the impact of 'edp' on the quantity of alcohol
consumption differs between the two scenarios.

From Equation (1), the coefficient of the 'edp' variable is -0.7381. This implies that 'edp’
has an inverse effect on the quantity of alcohol consumption. When other factors are held
constant, an increase of 1% in 'edp' leads to a decrease of 0.7381% in alcohol consumption.
Alternatively, it can be said that the elasticity of alcohol consumption with respect to 'sdp’ is -0.7381.

On the other hand, when considering Equation (2), the coefficient of the 'gdp' variable is
1.3142 - 0.7381 = 0.5761. This means that 'edp' has the same directional effect on the quantity
of alcohol consumption. When other factors are held constant, an increase of 1% in 'gdp' results
in an increase of 0.5761% in alcohol consumption. Alternatively, it can be said that the elasticity
of alcohol consumption with respect to 'edp' is 0.5761.

In summary, it can be observed that before COVID-19, GDP, which represents income,
had an inverse effect on the quantity of alcohol consumption. This means that alcohol exhibited
characteristics of an inferior good, as discussed in the section on the explanation of the 'edp'
variable earlier. However, during the COVID-19 situation, it was found that GDP had the same
directional effect on the quantity of alcohol consumption. In other words, there was a shift in
alcohol from being an inferior to a normal good during the pandemic.

This change can be attributed to the fact that during the pre-COVID period, consumers
who regularly consumed alcohol, such as those who enjoyed socializing or relied on alcohol
for emotional relief, had the freedom to allocate their spending or engage in various activities.

With increasing income, they could alter their consumer behavior, shifting from alcohol
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consumption to the consumption of other substitute products and engaging in alternative
activities.

However, during the COVID-19 period, these consumers became more cautious and
experienced periods of confinement and heightened vigilance in engaging in activities outside
their homes. As a result, when their income increased, they were unable to find alternative
activities to replace alcohol consumption, leading to an increase in the quantity of alcohol
consumed.

5. Seasonal factors: In this study, three dummy variables are used to explain seasonal
impact on alcohol consumption in Thailand which are 2™ quarter (q2), 3 quarter (q3) and 4"
quarter (qd) where the 1% quarter is base group. It can be seen from the estimated regression
that g2, g3 and g4 can significantly explain alcohol consumption in Thailand in the negative,
negative, and positive direction respectively. The coefficient of g2 (-0.0927) indicates that
In(alcoholg?) - In(alcoholgl) = -0.0927 or alcoholg2 = (e***)* alcoholql = 0.9115* alcoholql.
In the other word, the alcohol consumption in Thailand in 2™ quarter is less than in 1st by
8.85%. The reason may be because there are many celebrations and festivals in 1" quarter e.q.,
New Year, Chinese New Year and Valentine. Alcohol consumption was then so popular during
that time.

For 39 quarter, the coefficient of g3 (-0.2368) indicates that In(alcoholg3) -
In(alcoholql) = -0.2368 or alcoholg3 = (e ****")* alcoholql = 0.7891* alcoholql. In the other
word, the alcohol consumption in Thailand in 3rd quarter is less than in 1st by 21.09%. The
reasons are similar to those in the second quarter, as follows: there are many celebrations and
festivals in 1% quarter e.g., New Year, Chinese New Year and Valentine. Alcohol consumption
was then very popular during that time.

For 4" quarter, the coefficient of g4 (0.0858) indicates that In(alcoholod) -
In(alcoholql) = 0.0858 or alcoholgd = (e*****)* alcoholql = 1.08959* alcoholql. In other words,
the alcohol consumption in Thailand in 4th quarter is higher than in 1st by 8.96%. Furthermore,
it is possible that towards the end of the year, there may be an increase in alcohol consumers
for specific reasons due to a combination of various factors, beyond regular year-round
consumption. For instance, it could be a period of social gatherings before long holidays for
workers and company employees, who are looking to celebrate before another round of
isolation or lockdowns. Additionally, the year-end often coincides with bonus payouts, which

might lead to increased alcohol consumption as people have more disposable income.
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This period may also involve stockpiling of products, resulting in higher purchase quantities

without immediate consumption during that specific period.

Suggestions

Based on the findings of this study, some recommended government policies for
addressing alcohol consumption and its associated challenges in Thailand are suggested:

1. Launch comprehensive public health awareness campaigns to educate the population
about the risks associated with alcohol consumption, particularly during times of stress, such as
the COVID-19 pandemic. These campaigns should target individuals dealing with fear, loneliness,
and stress, emphasizing healthier coping mechanisms. Furthermore, strengthen mental health
services and support networks to address the mental health implications of alcohol
consumption. Invest in mental health awareness programs and initiatives to reduce the stigma
surrounding mental health issues and encourage individuals to seek help when needed
(Anderson et al., 2010).

2. Implement policies that consider the price elasticity of alcohol consumption (Elder et
al., 2010). Gradually increase the prices of alcoholic beverages to discourage excessive drinking.
Taxation on alcohol can be adjusted to achieve this goal while also generating revenue for
public health programs.

3. Enforce stricter regulations on the sale and distribution of alcoholic beverages,
especially during public health emergencies like the COVID-19 pandemic. Implement restrictions
on alcohol sales during lockdowns and ensure that alcohol is not marketed as a solution to
coping with stress. Additionally, develop targeted support programs for vulnerable populations,
such as those with alcohol dependence, mental health disorders, and individuals affected by
alcohol-related violence. Ensure that these populations have access to treatment and support
services.

4. Evaluate the impact of COVID-19 policies on alcohol consumption patterns. Assess
whether any policy changes during the pandemic have had unintended consequences on

alcohol use and public health. Adjust policies accordingly based on these evaluations.

Future Research
Based on the findings of this study, there are directions of research that could be pursued

and new studies that could help extend the current results and provide further clarity on the
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relationship between alcohol consumption, public health, and the impact of external factors
like the COVID-19 pandemic in Thailand.

1. Conduct longitudinal studies to track changes in alcohol consumption patterns in
Thailand after the COVID-19 pandemic. This research could help determine whether the shifts
observed during the pandemic are sustained or if there is a return to pre-pandemic consumption
levels. In addition, undertake qualitative research to gain deeper insights into the coping
mechanisms adopted by individuals during times of stress, including the COVID-19 pandemic.
Explore the reasons behind alcohol use as a coping strategy and identify alternative, healthier
coping mechanisms.

2. Evaluate the long-term mental health impact of increased alcohol consumption during
the pandemic. Investigate the prevalence of mental health disorders, including depression and
anxiety, among individuals who engaged in excessive drinking during the COVID-19 crisis.
Moreover, compare the findings from Thailand with data from other countries that also
experienced increased alcohol consumption during the pandemic. Assess whether similar
patterns and factors influenced alcohol use in different regions and identify potential policy
lessons.

3. Examine the cultural and social factors that influence alcohol consumption in Thailand,
especially during times of crisis. Investigate how cultural norms and social networks contribute
to drinking behavior and how these factors interact with economic and health-related

influences.
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Abstract

This paper uses the Diebold and Yilmaz (2012) spillover indices to examine the exchange
rate volatility. Weekly return data from January 2002 to April 2022 from nine East Asian
currencies and four major currencies are investigated to determine how the currencies are
linked. The results show that the Singaporean dollar has the highest volatility spillover to (and
from) other currencies. During the full sample periods, the currency spillover is coming from its
own shock. The East Asian currencies were the net volatility recipients except for the
Singaporean dollar and Taiwanese dollar. Moreover, during the COVID-19 pandemic period, the
volatility spillover increased, which highlishted the need for policymakers to intervene to
maintain currency stability. This research also includes COVID-19 factors such as the confirmed
cases, deaths, vaccinations, and the government response policy to see how COVID-19 affects
the exchange rate volatility. The results from the panel regression with fixed effect show that
the strength of the government's response policy and widespread vaccination rate decrease the

degree of spillover in the Asian foreign exchange markets.
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Background and Significance of the Research Problem

Decades ago, currency crises leading to recessions spread to neighboring nations, such
as the 1994 Mexico peso crisis, the 1997 financial crisis in the Asian region, the 1998 financial
crisis in Russia, and the 2002 economic crisis in Argentina, resulting in the abandonment of the
fixed exchange rate system. The term "financial contagion" became familiar to the public,
referring to the direct or indirect transmission of financial market turmoil across countries,
especially within the same region (Claessens & Forbes, 2001).

Forbes and Rigobon (2001) introduced two sets of theories explaining how shocks spread.
The first theory, called crisis-contingent, suggests that shocks are internationally transmitted
through three channels. The first channel is grounded in the psychology of investors or multiple
equilibria. The second channel is based on shocks that trigger investors to recompose their
portfolios or endogenous liquidity. The third channel is based on policymakers who influence
foreign exchange regimes or the political economy. The second theory, called non-crisis
contingent, proposes insignificant changes when shocks are spread before or after a crisis. There
is a strong correlation across markets after shocks due to the continuation of "real linkages"
through economic fundamentals such as trade, coordinated policy, country reassessment, and
random macroeconomic shocks. Abdoh, Yusuf, Zulkifli, Bulot, and Ibrahim (2016) investigated
factors like exports, interest rates, and inflation rates that may influence the fluctuation of
selected ASEAN currencies, concluding that only the export factor is significant.

Currency-crisis-related theories include the first-generation model, second-generation
model, and third-generation model. First-generation models suggest that an unsustainable fiscal
policy causes the collapse of the fixed exchange rate regime. Second-generation models,
initiated by Obstfeld (1984) paper, state that self-fulfilling prophecies can be the source of
currency crises through speculative attacks. Lastly, the third-generation model developed after
the 1997 currency crisis in Asia, as none of the prior models could explain the situation. Moral
hazard was proposed as a major problem (Krugman, 1999) when there were enormous foreign
investment fund flows protected from default risks by governments, leading to the rapid spread
of the crisis across the region.

Due to the risk of currency crises and contagion, exchange rate volatility can impact
financial assets such as stocks and bonds, as well as fund flows from international markets. A
currency's dynamic relationship in foreign exchange markets can influence households, private
investors, and corporate and government decisions, leading to a complex global connection. A

variation in currency value will be adjusted to another currency's relative price, as stated in the
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law of one price and purchasing power parity (PPP) theories. However, real exchange rate
adjustment to the PPP theory is likely to happen in the very long run (Rogoff, 1996). Short-run
deviations from PPP are significant and unpredictable. While most exchange rate regime theories
assume rational behavior and attribute exchange rate volatility to fundamental shocks, some
policymakers believe that exchange rate volatility also comes from non-fundamental factors
(Jeanne & Rose, 2002), especially under the floating exchange regime, such as noise traders and
speculators who create forex spillovers describing currency volatility's transmission to another
currency volatility. Barroso and Santa-Clara (2015) stated that carry trade gives good returns
without any fundamental economic explanation.

Volatility spillovers and “crash risk” can reflect the systemic risk (Greenwood-Nimmo,
Nguyen, & Rafferty, 2016). The two main components are a starting random shock and the
contagion mechanism that spreads negative effects to one or more institutions in the system
(Martinez-Jaramillo, Pérez, Embriz, & Dey, 2010). Empirical research, including exchange rate
interdependencies and exchange rate correlations, that measures currency volatility and
spillover from one currency to another includes Engle Ill, Ito, and Lin (1988); Baillie and Bollerslev
(1991); Melvin and Melvin (2003); Cai, Howorka, and Wongswan (2008); Lahaye and Neely (2020)
and Huynh, Nasir, and Nguyen (2023).

When the World Health Organization announced COVID-19 as a pandemic in March 2020,
the world economy faced instabilities and unforeseeable losses. These affected various societal
sectors, including production, travel limitations, lockdowns, etc. (Feng, Yang, Gong, & Chang,
2021) eventually leading to a crisis that spread to various financial sectors, such as stock returns
volatility (Kusumahadi & Permana, 2021) and exchange rate devaluations (Hoshikawa & Yoshimi, 2021).

This research is inspired by Yilmaz (2010), who employed variance decomposition vector
autoregression and discovered that East Asian equity markets exhibit different patterns in returns
and volatility over time, responding significantly during major crises. Additionally, using this
methodology, Prukumpai, Dacuycuy, and Sethapramote (2023) examined the connectedness
between major world stock markets and ASEAN stock markets, finding that during the COVID-19
pandemic, ASEAN markets had larger spillovers from global equity markets than during normal
times.

This research provides valuable insights to regulators and policymakers on how to utilize
policy instruments and surveillance procedures to mitigate negative consequences resulting

from severe return spillovers in exchange rates. Investors and traders, particularly those in East
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Asian exchange rate markets, can use these findings to improve their trading decisions and risk
management strategies during periods of extremely favorable and extremely negative market
conditions, such as the current COVID-19 crisis.

The main objective of this paper is to examine the spillover and dynamic connectedness
of currencies in East Asian countries. The research explicitly aims to investigate if the increase in
COVID-19 cases, deaths, and government reaction policies have an impact on exchange rate
volatility. To achieve that aim, the degree to which a currency is interlinked with other regional

currencies is investigated and the regional and global interdependence of forex is quantified.

Research Objectives

This research aims to answer the following questions:

1. How interconnected are currencies, and in what manner does this connectivity change
during disease outbreaks?

2. How do COVID-19 disease outbreaks and government response policies affect spillover

patterns in the foreign exchange rate market?

Data and Methodology

Data

This paper utilizes weekly return data from January 2002 to April 2022 obtained from
Pacific Exchange Rate Services by the University of British Columbia. The analysis focuses on
nine East Asian currencies: Indonesian rupiah (IDR), Philippine peso (PHP), Malaysian ringgit (MYR),
Singapore dollar (SGD), Japanese yen (JPY), Korean won (KRW), Hong Kong dollar (HKD), Taiwan
dollar (TWD), and Thai baht (THB), all quoted against the US dollar. These East Asian markets,
being small open economies, heavily rely on exports of goods, tourism revenue, and foreign
investment as crucial sources of economic growth. Furthermore, the "surge" in net capital flows
to Asia and the rapidly rising growth rate in these markets significantly influence the world's
markets All of the currencies are quoted against the US dollar (Yilmaz, 2010). The selection of
these nine currencies is based on their importance in international trade and capital flow.

The data are divided into two periods: pre-COVID-19 (March 2017 to March 2020) and
post-COVID-19 (March 2020 to April 2022), marking the beginning of the latter when the World
Health Organization declared COVID-19 a pandemic in March 2020. This division allows the

examination of the pandemic's impact on correlation and spillover among East Asian currencies.
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Additionally, major currencies such as the Euro (EUR), Australian dollar (AUD), New Zealand
dollar (NZD), and the dollar index serve as the proxy for the U.S. exchange rate (Bouri, Cepni,
Gabauer, & Gupta, 2021; Q. Feng, Sun, Liu, & Li, 2021; Wei & Han, 2021) are included to explore
correlations and spillover between regions.

COVID-19 indicators, namely confirmed cases, deaths, vaccination rates, and the
stringency index, are employed to assess the impact of the pandemic and government
intervention on exchange rate volatility. Recent empirical studies, like Benzid and Chebbi (2020)
and Bouhali, Dahbani, and Dinar (2021), have demonstrated the influence of COVID-19 cases,
deaths, and vaccinations on exchange rate volatility. The stringency index, calculated by The
Oxford Coronavirus Government Response Tracker (OxCGRT), incorporates nine metrics,
including school and workplace closures, public transportation suspensions, cancellation of
public events, restrictions on public gathering and internal movement, stay-at-home
requirements, controls on international travel, and public information campaigns. A higher index
value indicates a stricter response. Beckmann and Czudaj (2022) utilized the stringency index as

a measure of COVID-19 policy responses, demonstrating strong effects on exchange rate returns.
Methodology

1. Volatility Spillovers and Directional Spillovers Index in Foreign Exchange Rate
Markets: Dynamic Connectedness Index (Diebold-Yilmaz)

The measurement of directional spillovers was introduced by Diebold and Yilmaz (2009)
to explain the timing and magnitude of financial contagion in international financial markets.
The spillover index is a tool applied to elucidate the patterns of spillover between markets,
providing insights into the interconnections among distinct variables. Moreover, the directional
spillover, net spillover, and pairwise spillover index offers more details on the patterns of
spillover between markets. While studies on currency linkages during the pandemic have used
various methodologies such as vector error correction models and wavelet analysis (Shahrier,
2022), the volatility spillovers and directional spillovers models are deemed more appropriate
for the objectives of this research.

The Diebold and Yilmaz (2012) model operates under the Vector Autoregressive (VAR)
framework, utilizing the prediction of error variance decomposition. Let currency volatility be

the sample series of a Var(p) model with N variables, expressed as:

= Xl quXH-"Et (1)
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Here, 2 is a variance-covariance matrix. And € represents independent and identically
distributed (i.i.d.) errors. The Var(p) is the presented model of average movement expressed as
X¢= Zil A€, , denoted that A is the NxN matrix coefficient and is written as
A= LIJ1 Il+L|J2/\,2+...+ LIJpAi,p; note that, A; is @ NxN matrix and A=0 for i<0. The residual
variance fraction for the H-step-ahead for predicting y, to shocks to x for all i#j for each
measurement of i can be examined under the variance decomposition. The calculation of H-
step-ahead error decomposition prediction under Koop, Pesaran, and Potter (1996) and Pesaran

and Shin (1998) framework can be written as:

eu( )_ O; Zh o (el hhe) 2)

h 0 ehhe)
Note that O is element i on the diagonal ¥ principle. Because summing each eU(H) row

eij ()
szl(eij(H)) o

and, hence, ZJ.N:1 (e.j (H)) =1 also the overall market net decomposition is summing up to N.

is not equal to one, each matrix element is normalized by adding up eij(H):

Therefore, Diebold and Yilmaz (2012) total spillover index is specified as:

PIREHE

%100 (3)

s(H)=

The directional measurement introduced by Diebold and Yilmaz (2012) is expressed
through equation (4) and (5), interpreting spillovers that asset i receives from all other asset j

(equation 4) and spillovers that asset i gives to all other asset j (equation 5):

ZJN1 g(H)

SR ] e(H)xloo @)
ZJN1 g(H)

SIS ] e(H)xloo (5)

The net asset volatility that each asset transmits to the others is calculated as:

5 (H): Sn,i—»‘ SH,«—. (6)
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2. Determinants of Spillover in Foreign Exchange Rate Markets During covid-19
Pandemic: Panel Data Regressions
A pooled regression model, characterized by constant coefficients for intercepts and

slopes, is employed in this study and is expressed as:
FRy= [30I+[31<:aseit+Bzdeathit+33vacit+[.’)Llstringencyit+[J.it 7

Here, FR; represents the risk of spillovers received from other countries, obtained from
equation (4) where the forecast error variance of country i receiving shocks from country j. The
variables case;, death;, vac,, and stringencyit correspond to correspond to the confirmed
COVID-19 cases, the number of death cases from COVID-19, COVID vaccination doses, and the
stringency index representing government response policy during the pandemic, respectively.
Including country-specific effects (BO,i) aims to capture the impact of domestic factors during

the crisis.

Results

Table 1 illustrates that 61.1% of exchange rate shocks result from the spillover of shocks
from other currencies. Over the period from January 2002 to April 2022, Singapore, a key port
and financial center, exhibited the highest degree of spillover to other markets (126.4%) and
received spillover from other markets (75.8%). The Korean won transmitted 85.3% of risks to
other currencies and received the shocks from others at a rate of 71.5%. The Euro received risks
from other currencies (70.2%) more than it contributed volatility to other currencies (66.5%).
Examining each currency in the columns reveals how each currency transfers risks to others. For
instance, the Singaporean dollar transmitted 10.9% of the Euro's volatility and 13.1% of the
Korean won's volatility. Each row can be interpreted as the Singaporean dollar receiving 11.9%
of risks from the Australian dollar and 10.4% from the Korean won. The currencies that received
the most shocks from others were the Singaporean dollar (75.8%), Australian dollar (74.7%),

and New Zealand dollar (73.3%).



Table 1 Spillover from January 2002 -April 2022

Spillover (Connectedness)

@ @ % % & % % & & @ @ @ 'Z From

2 3 5 8§ 3 2 &8 2 3 z g § & oOte

o @ o )} >

3
R _IDR 41.3 6.6 1.4 9.9 0.2 8.1 0.5 52 a7 10.4 8.3 1.9 1.5 58.7
R _PHP 57 4138 33 8.7 0.1 8.8 0.8 5.9 5.1 7.6 6.8 29 2.7 58.2
R_MYR 34 51 481 9.9 1.2 57 0.7 4.3 3.8 6.1 5 3.6 3.1 51.9
R SGD 5.1 a7 1.9 24.2 3 104 1.6 10.3 5.6 11.9 9.7 59 58 75.8
R JPY 1.2 0.3 0.2 8.7 713 0.7 0.3 4.5 2.8 0.5 0.7 3.1 58 28.7
R _KRW 4.3 59 1.7 13.1 0.4 28.5 1.5 123 3.8 11.1 9.3 a4 a4 71.5
R HKD 0.5 1.5 0.4 a4 0.8 29 70 4.2 1.9 4.3 3.8 2.7 2.5 30
R TWD 3.4 il 1.3 14.2 22 129 2.3 30.9 4.8 8.6 7 4.2 4.2 69.1
R THB 52 5.8 1.7 11 1.8 6.1 1 7.1 39 7.5 7.7 3.2 3 61
R_AUD 5.1 4.5 1.6 13 0.1 10.3 1.7 6.6 4 253 1738 54 4.4 4.7
R NZD a.4 4.3 1.5 11.6 0.2 9.3 1.6 6 4.6 19.2 267 5.6 5 73.3
R EUR 1.6 1.9 1.5 10.9 2.8 5.1 1.2 a7 2.8 7.4 6.8 298 235 70.2
R_USD_INDEX 1.9 1.9 1.3 10.9 4.4 4.9 1.2 4.9 2.7 6.9 6.5 24 28.6 71.4
Contribution to others 417 466 177 126.4 17.1 853 144 76.2  46.5 101.6 893 665 65.4 794.6
Contribution including own 83 884 658 150.5 88.4 1138 84.3 107.1 855 126.8 116 96.2 94.1 61.10%

Source: Authors’ Study
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Table 2 Spillover Pre- Covid March 2017 to March 2020

Spillover (Connectedness)

,x |: 2 |Z |f |: |Z ,w g g g |: |z From
S I 2 8 = g 5 g g ;é é < I‘é‘ Others

4

3
R IDR 31.9 5.8 0.8 10.3 0.6 8.1 1.1 4.2 6.1 14.1 8.2 4.6 4.1 68.1
R _PHP 9.5 527 0.6 6 0.8 10 1.7 39 1.7 55 5.3 1.4 0.9 47.3
R_MYR 9.6 23 202 15.8 1.5 11.7 39 11 7.5 8.1 52 0.8 2.5 79.8
R SGD 7.6 24 0.8 21.2 3.1 12.2 2.7 12 11.1 135 9.8 1.5 2.2 78.8
R JPY 1.1 1.4 0.5 82 556 1.6 5.4 33 10.3 5.2 5.8 0.6 0.9 a4.4
R_KRW 5.5 4.2 0.6 14 1.3 275 4.5 175 8.4 9.2 6 0.6 0.7 72.5
R HKD 1.6 1.8 4.9 3.4 1.7 6.2 67.4 6 1 2.2 24 0.4 1.2 32.6
R TWD 4.1 2.3 0.6 14.8 1.4 174 3.9 31.7 9.1 7.5 5.3 1.2 0.9 68.3
R THB 53 1.1 0.5 14.4 4.4 10.4 5 10.9 27.5 10.2 8.2 0.7 1.4 72.5
R_AUD 11.9 25 0.4 14.2 2.4 9 1.7 7.8 8.6 22.2 14.2 2.4 2.7 77.8
R NzD 10 2.7 0.4 13.6 2.7 7.4 1.7 6.4 9.4 17.4 23.7 2.1 2.6 76.3
R EUR 2.3 0.7 1.1 18.2 4.2 8.7 3.1 12.1 9.2 10.2 79 138 8.6 86.2
R _USD_INDEX 3.4 0.6 0.9 17.8 5.7 7.7 2.4 10 11.2 12.9 9.7 5.8 11.9 88.1
Contribution to others 71.8 278 121 150.6  29.6 110.3 37.1 105 93.5 115.9 88 222 287 892.8
Contribution including own 103.8 805 322 1719 852 137.8 104.5 136.7 120.9 138.2 111.7 36 406 68.70%

Source: Authors’ Study
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Table 3 Spillover Covid March 2020 to April 2022

Spillover (Connectedness)

'f @ @ @ 'i @ @ I:U IIJ @ @ @ Iz From
s 3 3 § 3 % 3 2 7 & g & B oOwes

O @® O o >

3
R IDR 43.2 7.2 1.7 8.8 1.8 53 1.9 22 9.2 115 6.1 0.4 0.6 56.8
R PHP 1.5 459 1.9 59 1.3 6.9 2.6 55 7.5 53 4.2 59 55 54.1
R_MYR 2.8 5.6 17.7 16.9 3 8.4 43 6.1 5.6 11.8 11.5 3.6 2.6 82.3
R SGD a7 4.9 0.2 23.8 29 11.9 6.4 7.6 7.1 13.3 13.1 28 1.2 76.2
R_JPY 1.2 1.8 0.7 8.1 49 8.8 6.1 11.2 1.7 2 33 3.8 2.2 51
R _KRW 4 4.5 0.4 15.1 1.5 29.7 6.4 11.1 6.5 8.1 9 24 1.1 70.3
R HKD 2.2 1.7 0.9 14 3.8 9.8 40.7 8.4 3.5 6.3 6.4 1 13 59.3
R TWD 2.5 37 0.5 13.7 72 12.8 9.4 28.5 3.6 53 8.8 28 1.1 715
R THB 6.2 8.7 0.3 12.7 23 8 28 4.2 32.3 9.2 7.2 34 2.6 67.7
R _AUD 52 53 0.5 14.1 0.5 7.8 24 39 6.9 29.1 20.5 2.6 1.2 70.9
R NzD 33 39 0.2 14.8 1.4 8.3 25 57 6.5 22.1 27.9 2.6 0.8 72.1
R EUR 24 a 0.2 17.7 4.2 10.5 5 7.1 45 11.6 11.8 13.9 7 86.1
R _USD_INDEX 29 35 0.2 17.9 52 11 6 6.4 37 11.9 12.8 9.1 9.5 90.5
Contribution to others 38.9 54.9 7.8 159.9 352 109.3 56 79.6 66.2 1185 1147 40.3 27.3 908.6
Contribution including own 82.2 100.8 255 1837 84.2 139 96.7 108.1 98.6 1476 1426 54.2 36.8 69.90%

Source: Authors’ Study
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Table 2 presents data from the pre-COVID period, from March 2017 to March 2020. The
degrees of spillover are higher than those of the full sample (68.7%). Three years before the
World Health Organization officially announced the COVID-19 pandemic, the currencies that
contributed the most volatility to others were SGD (150.6%), AUD (115.9%), and TWD (105%). In
contrast, the currencies that absorbed volatility from others were the dollar index, Euro, and
Malaysian ringgit, respectively.

Next, we examine the results during the pandemic, The exchange rate volatility
transmission is slightly higher during the pandemic at 69.9%, as shown in table 3. It is observed
that the volatility spillover from all the periods studied originates from its own shock. During
COVID-19, the volatilities of all the currencies explained by their own shocks ranged between
9.5% (dollar index) to 49% (JPY). Additionally, the currencies most vulnerable to shocks from
other currencies are the dollar index, Euro, and Malaysian ringgit. Furthermore, the currencies
that contribute the most to volatility in other currencies are SGD (159.9%), AUD (118.5%) and
NZD (114.7%).

The spillover index of 69.90% indicates that shocks across currency pairs explain more
than half of the total variance of forecast errors during COVID-19, while the currency's own
shocks explain the remaining 30.1%. Both total and directional spillover indices are notably high,

suggesting the presence of return spillovers between major currency pairs.

Spillover (Connectedness) Index: 200 week windows, 10 step horizons
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Figure 1 Total Spillover
Source: Authors’ Study
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Figure 1 illustrates the total spillover plot, providing a visual representation of the
dynamics of spillover. The spillovers initiated with a value of approximately 63% in 2005. Over
time, the total spillover fluctuates between 54% and 74%, exhibiting occasional dips and surges.
The pronounced rises and falls in the graph align with economic incidents, reflecting the
decentralized nature of the foreign exchange market, globalization trends, and capital mobility.

The graph reached its peak around the time of the U.S. third round of quantitative easing
in 2012, and a gradual decline followed during the oil price plunge from 2014 to 2016. Notably,
with the onset of the COVID-19 pandemic in 2020, there was a slight increase in spillover. These
patterns underscore the interconnected and responsive nature of the foreign exchange market

to major economic events and global shifts.
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Figure 2 presents directional spillovers to other currencies, demonstrating that these
spillovers increase by approximately 150% during periods of high volatility, while remaining

below 5% during times of low volatility. This observation highlights the sensitivity of directional

spillovers to the level of market volatility.
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Figure 3 Directional Spillovers from Other Currencies

Source: Authors’ Study

Figure 3 displays the directional spillovers from other currencies, revealing values ranging
from 13% to 91%. During periods of high volatility, the Euro and the dollar index experience
peak spillovers from other currencies, particularly in the year 2020. In contrast, the Japanese
yen receives the least amount of spillover from other currencies, with a notable dip observed
in 2012. These dynamics underscore the varying degrees of interaction and influence between

specific currencies during different market conditions.



Dynamic Correlations and Spillovers among the East Asian Currencies 87

In Table 4, we delve into the factors influencing the degree of spillover to each country,
employing COVID indicators such as confirmed cases, deaths, vaccination, and the Stringency
index, which impact exchange rate volatility. The F-test results for the significance of cross-
sectional specific effects indicate that incorporating fixed effects can elucidate the movement
of the spillover index. The Hausman test, rejecting the null hypothesis of endogeneity in random
effects, supports the estimation of the fixed effect model in the panel regression

The estimation results reveal that vaccination and government response policies
significantly influence exchange rate volatility at the 10% level. Notably, an increase in
vaccination is associated with a reduction in exchange rate volatility, indicating a pathway to
restoring economic normalcy. This finding aligns with the conclusions of Bouhali et al. (2021).
Moreover, stricter government response policies are found to decrease the risk of currencies
receiving shocks from others, confirming the findings of Beckmann and Czudaj (2022). This
underscores the role of government efforts in mitigating the volatility of exchange rates through

measures aimed at preventing the spread of contagious diseases.

Table 4 Panel Regression Result

Independent Variables Coefficient t-Statistic
@ 74.0438 110.0451
CASE -3.84E-07 -1.08414
DEATH 1.48E-05 0.874508
VAC -6.49E-09* -1.93387
STRINGENCY -0.0185* -1.77108
R-squared 0.998078
F-test 4250.646%%*
Hausman test 2.99985**

xxx ¥ * indicates significance level: 1%, 5% and 10% respectively

Note: Dependent Variable is FR
Source: Authors’ Study
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Conclusion

This research investigates exchange rate spillover and dynamic connectedness in East
Asian countries and major currencies over three distinct periods: January 2002 to April 2022,
pre-COVID from March 2017 to March 2020, and the COVID period from March 2020 to April
2022. Employing the Diebold and Yilmaz approach, the study explores total and directional
spillovers, yielding the following key findings:

- Across the entire study period, 61.1% of exchange rate volatility stems from
spillovers of shocks from other currencies, with Singapore exhibiting the most significant volatility
spillover into and out of other currencies.

- In the pre-COVID sample, spillover levels are higher than those in the full sample
(68.7%). The Singaporean dollar consistently stands out as the highest contributor and receiver
among East Asian currencies.

- Throughout the pandemic, exchange rate volatility transmission slightly increases to
69.9%, with all currencies experiencing volatility explained by their own shocks (ranging from
9.5% to 49%). Certain currencies, such as the Indonesian rupiah, Malaysian ringgit, Japanese yen,
Hong Kong dollar, and Thai baht, are particularly vulnerable to shocks from other currencies.

- The spillover index rises, reflecting the heightened influence of COVID-19 on
exchange rate volatility globally. Vaccination and government response policy emerge as
significant factors influencing exchange rate volatility.

The findings underscore the importance of government initiatives in mitigating uncertainty
and panic induced by COVID-19, thereby positively impacting exchange rate volatility.
Vaccination is identified as a significant contributor to lowering exchange rate volatility,
emphasizing the need for careful consideration of the consequences of implementing various
COVID-19 intervention measures.

This research highlights dynamic connectedness in foreign exchange rate markets during
both crisis and non-crisis periods. Future research avenues could explore multivariate models
in mean (Vector Auto Regression) and variance (Multivariate GARCH). A deeper understanding of
returns and volatility spillovers in foreign exchange is crucial for policymakers to effectively
manage the impact of external shocks. Additionally, further research may consider exploring
diverse variables such as trade openness index, investor sentiment, political stability, and

economic performance to comprehensively analyze factors influencing exchange rate volatility.
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ABSTRACT

The purposes of the research were to investigate the factors affecting Sufficiency Economy
Philosophy (SEP), and enable the ways to improve farmers’ livelihoods based on SEP. The
participatory research with 30 subdistrict administrative organizations was carried out by
speculative random sampling organizations in Chiang Mai, Lamphun, Chiang Rai, Payao, Uttaradit,
and Nan. Each subdistrict administrative organization selected 300 farmers for the project. The
smart SEP farmers were tested for measuring the level of Sufficiency Economy, and then analyzed
the efficiency of agricultural public services of the subdistrict administrative organization using the
Data Envelopment Analysis Program (DEAP). The research results revealed that all subdistrict
administrative organizations had high-efficiency management that affected the drive to improve the
farmers’ livelihoods based on the SEP. On the efficiency values in agricultural public service, the
average score was 88.30 percent. The factors affecting the efficiency of agricultural public service
of the subdistrict administrative organizations were: (1) the proportion of agricultural budget to the
local budget (2) full-time employees in charge of agriculture and (3) number of agricultural learning
centers. Moreover, it was found that the subdistrict administrative organization with high efficiency
could upgrade the level of smart SEP farmers at the accessible level as well. In addition, farmers
were able to raise their livelihoods higher, from not being in the category, and access to being smart
SEP farmers. However, there are some suggestions that the subdistrict administrative organizations
should plan to drive and upgrade to higher efficiency by establishing a Sufficiency Economy project
in agriculture. That affects to increase the livelihoods of farmers by having sufficient budget and
personnel responsible and integrating work with researchers. Thai should be stated in the budget
plan for each year and the 5-year strategic planning of the subdistrict administrative organizations

to ensure sustainability.

Keywords: Sufficiency Economy Philosophy, Efficiency of Agricultural Services, Smart SEP Farmers



94 wiluyl wunlas usy Sn3yal auels

anudunuazanudidguasleym

MeiaL AT gRIuardIeveUszinAT H LB i laamd eud wuunnd u Tud 2562
dlneuaNINRILINSATYEN AL HIANUUSYIR (dfY.) Wun Arudeua i Tnnndiuelduay
s197e veandaseulveiiunlthanasierdodlugis 10 Iikwan uidsganiidnadeveslan agndls
finna letnaindiuanudsds nuih armdendidseglussduguiaiiienn 6 U nedeyaainnis
d1snnneasugiawasdsnuveninieaulul 2562 vesdinauadiuinanuil afuseungusela
a9 AseuATDIALNI g iR Tuyarfouai il wwestisina aenndestudeyadusnly
sunsdled Tulideadu de¥esar 87.6 veaindiludnuszianyanasssunfivoniiudnlaid
5 wiluum wewilifesforay 1.3 Adushnunndy 1 v uenaind 1ein-19 dwinlfmumieud
FanamTuusaty azviounneenasnaiuhnannndt 1 Suumilteneiasduseidiosnnniingudu
mmzﬁmjmmwlé’ﬂaagm%Laumﬂmissmmaﬂiﬂﬁm—19 Feifusguialneyngannadosiana1nis
{]ﬁgmﬁu waziuleunefiazanteinmwesanumdsndias winaiiAndunduidudsiinsetudnu viild
funVayelAlusesssuyguissvorundnsine we. 2560 Tunain 6 wuiulguigunasy laivuald
Tuinns 65 fuelissiedeliignsmansidutmnematauUssmeogwddunundnssaniva
dieldifunsevlunsdariiunusineg udsndussuiatied we. 2557-2562 finaumn l6Tasi
gnsmaniud uariinadsfuliudludagiu fesznoudie anuegdfiquuesnulneuasdanslne
TAANAINITOTUNITRTITUN TR ULATEFA AN 901857810 NSRS HEINTUYBEVRY
Useina AU TBLLaANLLANDAIATDIFIAN ATINAINTANENITINNAUNHALIAGEN Uaz
anudaduromingInssssud uazUseansnmnisuimisdanisuagnisidfuinnsveaniagy
i1 6 FotdndinruAatedumsdieantymanumndondfisiu Juhlugnisiemand “anay
uilaogndls imsldosdarud n193de vioutnsaulmilunisfarannnumdendias ieadadsnu
wislomaliiuysenalne” faufasfinisnszaresiuiagiesiu Ingliesdnsunasesdiuiosiu
(eUn.) Aosmauaussioulouew@ unuiaun danann Jadunuamamieiiaztagliviesiuseuuen
#F¥udaassaulssnudumsuinsuasatainisnnmasgdunanafiuty egrslsfinmanmsfing

[ ¢

voaUeednual Wnsed (2557) ndunulnRuganyuannIas§tivanaumaena1veeTelaiie

o '
a

\Wdneesia A aun. L‘ﬁwu'amm‘ﬁa&ﬂﬂﬁ%mﬁuﬂizmwﬂummuwumﬁqm Auluruundulng
feuduiusiu eun. innieadnsdun wandliiufauumensiaunisjaduesugianszuandn
o1alailddmavvainisudladigmennuma endn dadudt aun. farwd arwanmse lunisus
Uszgnilduuimadsvanveaasvgianeifisdimnzaumugnsmansunanldimunlflunisuims
FamaiftoanngururiesiurewowmueddinniazBadulsslomiunmvuununsiniu Gsedng
AugUy, 2555) ‘1'7imummiﬂ%“wiz54ﬂm‘i%ﬂ%f%zgwaqLﬂi@gﬁﬁ]walﬂaﬂugmmumaG] Y9I0IANTUNATON
dwvisiuduudusinmumainuats fnsAnuivesissdnd aueius wagamz (2562) finside

\3aaN1SiNTAANEINNTavesYNYY Janinldedluil lunseuussmanendeunudl oun. ludwmin



NITARUIUTEANENINNITIAUSNI TIN5 TUH TN TN YA TUIBIAN TUNATONA I Y 95

Wedlnidnisuszgndlduuimalsygrvenasvgianeaimosduygururewuied 6 a1 laun Aruuims
damsosdng Munsinens Mugsiayuwy Muguaneuiouardunden fudauuay iansssy
uazfunneInTgaTy uivsinisuszgndliuuamisu g venasvgianaiisstenariludusieg
fanudsaiunnssiunuszdvvesanutiloveusiazesdng
uenNinIsiTedaiansanfamsduiedouses oun. Idwmislumsensgdunnueinautes
inwasnslufiufivesauedlduieliuinuasnsaedinsujifnuuamsonasughioneifisin

v
a v

TAsaN15398 U798

o

npuszasALiiefumiadeidsrasenisifinystaninmnsuimsdnnis eun. sy
LIRS IveBAsYgianeLiies wasniwuImenisenszauanuiuegue L ensnInLLEINIG
USvgwaasugianedios lhiinnsenseauanuiluegreunynsnsainanusiuiouuuysannis
3 d1y Ao oUn. LATEY18IToUMINGIdY 5 wisnramile laun unInerdesvags Yealuy
W Ineaedeslng 1 Ine1deuly A INeIaENY LaUNINGEIIVANYNTARG AUNYAINS
TuruuvliAnmsenszdudunuasnsdaaiosneiies Aeinuasnsfivihnisinuasmuiumamguiln
\nwnsBuUNTE n3enunsdeBudug uarldldanuiaelm saudunaluladniesnisinuasael
fimngaunuimsuvgvonasugioneiies Aldiesiulusduguu deu (eUn) uaziaietne

e @n1Inends) auasaiinUszaNSA NG anfuyl MaaiuaInANeINIY LWuRULUUNIT

U UiAnensinuasdnseeneiiediiunIatieneasnitay oun. luiunnamiessly

[

I3 a o
nQUIzaIAN1TINY
1. WemUadeNdmanonIsiuUIzaNSAImnIsuImISIANIT aUN. MULUINIUSUYIVDS
\AswgnanaLies

2. Lﬁa‘ﬁ’]LLU’JWNﬂ’ﬁEJﬂiZﬁUﬂ’J’]ZJLﬂua@:‘UaﬂLﬂ‘H@iﬂiﬁﬂuLLU’JV]’N‘U%/‘SUQJ“’]‘SUENL?]SHEﬁ%W@Lﬂ‘dx‘i

VBULUAYRINITITY

vouniui 6 $amin Tiun Foeme weien Sedl Sy fvalan uazgnshng Jsznauly
menamilensuuukaznawmiiensuad lnsnawmilensuvuldnmvuadoman Jwindudul uay
Wosseshe Janinamu drunawmilonouaidlanivuadiemanfe dsinfivalan wazilodsesde
Jmingasfnd Tasfia1suna1ngUuuunsUIMsTNIsTiesdu uazdiundnsasiulasindmia
(GPP) dauitufidesninfiosmouasnzien fansannndiuiulssrnauassuaiasugia azviouliiiuds
nmsfatuasysRardsauvasniniatiug veuwad sy eun. luiiuil 6 Smiaain
13 ($ovay 46.15) Swiamanieiifanauifddyldun (Dussdnsiiasldsumsannmienuis
a3y osdnsdaseifstosnunuasuaziimssmuaulovienslivivanveaasvgiaweifisdunis

[

Aiina Stunesumsduiieguuateduneu (Multistage Sampling) fadl



96 wiluyl wunlas usy Sn3yal auels

1. 1#ond0ens oUn. wuulazas lasiden oun. AffuImsesdnsiideviminiswamnidady
uariosAnsyuauiiduunds nsamzguaununsnsauied eun. fesdienudesnisidisalunuide
adsilsrauataslawasiiula S1uau 30 oUn. 90 6 Smda wlsudrdminay 5 eun,

2. \@8NNEATNIAIDEIUUULIIZIE NI1TU191NT1891U8UT2INT V0NN BATTINIR
Mntudenshogwnnundninasinsdadeninunansfiau 4 d Tiud mnuAnTSuuasaumee
fludhguasselunisadiamanu nanuazaudisa (sdduluendnuaznisvenona) audugi
wazmsideaaziitousylomidusinlususiieg uazniseysnunsneinssssuiuazdwinden

(NSUALASUNITNYAS, 2562) LAAILNUNEATNS BUN. 8y 10 F1981e SIUNIEY 300 AI8819

Bnsaliuniidg

Frsuanesosdoldlunsivsusdoya Suunmuingusvasdnsidoldwd

1. 1iiofnw1nsuImsdanisves eun. fdwarienisiuindeunisenseduanunduegvos
inemsnImILLIIUS g YeaEssgianeifios Timsmurudeyaiugunudnuarvewesdng (eun)
fidonloafuunununsvesyTULATTRYAUS UMD INYATNT MULLIMNIUSYRvDALATYgRaneLTEs
Tnsusniduuiunves sun. léun sueiufivesguru S1uaumfthu $1uaudsseng enin Funsenu
uuEsAAnSTeI0Rng ThuA Sdevied grsmansvesesdng sulszanumuaLaslasINI LR
sulsTnainfuassgianeifissinunisineas TassnsiiAerduiasegionefissfumsinens

NaN/AUGITEUTAIUNYAT MNUUYIINITIATIeiToyameadMdmssaun taun araud feuas

U

DAUTIINAA YD ALTINT TN
2. Wentadundinanani1siulse@nSnInn1suTNITIANIG aUN. MULUINIUSTIUD4

wisugianaliies 1938n1suaziniesfislunisnwszduanuduasuganaisswosnunsns aeiiu

v
U o [

swdayanuii@in audnvagvesUseiiuilon muaeudiedSnsad wWielilddomianis

- v -

Mgndenazideiiold nseslloUszneumenisdunivaliiednuanaglideyadifny n1sdaunansalbuy

Y

fidrwsuuasuuulifidsin madimeenufaiuwazanuiionely wazasivdeunun LA ole

ANUATHTRIEM (100) aniideang Ineasnnseunsussluaruluasygianeiios Al

o A

seaui 1 seaulidigndneg e 1nuesnsnyinnsnenslanedltasiadl Town esinkuad

o N

Angiy wazdendlunnseAunange

spufl 2 seRud1neaadu Smart SEP Farmers el Inwnsnsiviin1sinuasiuy
wenanuluguiuusneg dnslimeluladfiviuasivogiamnzay faudfazinslidoniuddunmsinuns
fiuaonds Aeldfufintudununsnsieswaziuduilan vialonitnuasUas aansfiv anunsnides

faarasauale insyriduiunnuauisatunistiserilanglunanduaunis



NITARUIUTEANENINNITIFUSN I T0IEH IUN I TN YA TUBNOIAN TUNATONAIUYIDINY 97

seuil 3 szduidilanandu Smart SEP Farmers e inwnsnsiviinisnanlaglaly
asinillag e iedununsdunidnamun Ingldanstanniindsldios wieldunannsingelagld
nelAnnszsefumuanuAusiu uazasounsreglfosaiimuaulnglaifniiay

seUR 4 seRuiihfemnandu Smart SEP Farmers g insmsnsiisiusgduidlauda
aseuniiauiung wienilazudstiunsliungdu dudunmsludnvasduumdmiequdiFeus 1y
Meghatazmeunsvensanuilruainunsnsngudue 1¢

mmzﬁummﬁ]umwgﬁﬁ]waLﬁawamwmiﬂiﬁy’a 4 syeiv dnideldeenuuunisuseidiuleg

#15NNMITIR WguiuiAsygianeligainununsiingtes Sidsnuniugmssnandiuasnusnw

v
Yo Ao

Tasansagdldimd Tasedunmuduasughaneifiomonnunsns 11 #3¥a 1dud 1) ssuunisudn
i WINTZIUVDITEUUNTHAAVDUNEATNT 2) TnQUseasAveen1suan vunede iWmangn1sugn
vounwnsns iouilnadundn viedminy muuvgvesasughaneiiios 3) Anuvainvaneves
Handn munefs Anuvarnvatevestiafiv wazdnd sandansiiuinuiug 4) Jadenisude nuneds
anuansolunsianauewudadonisan 5) neldifin/ansedng mnefs anuannsaluns
iinseldnisnisinuns waznisansednslunswdnveununsns 6) maidyd wuieds A
ety wavnsthsruudadluldlunsnununsnanresnunsng 7) wiau munets Anyaanse
Tunsaanilduveanuning 8) 29AANT/ ATy 1/n1siaInueY e ANUEINNTTiAY
AuBeIsunsinens aseduldmenug npaesarUfTRn WAL dsma w1 Fass
9) UINNTIU MUBES ANUATLNITAVBANYATNTLIUNTAT AL AL TANTTUNNNITNATATURUIN
Usvgveaasugianeiiss 10) qudnsiFeud mnefs qudnsieuiifvaiulivgveasugio
wouftes invasvguilual Wudy 11) madenyuluguey mndudumumsiazuuuyssansam
TnsSeuiisuiuasuuuszduanuduasugianeiios 3 sedu ldun sedudreiefe annudsdu
mnefis Arwanansolunsienaues e Aeanuauna mnefls arwanansolunisadisainage
Tnuies uazidnds Aeenusiung mnefs anuaansalunsairsussloviaulyiudnm (eAdy Wusiay,
2560) widnszinaidelagldlusunsuduiaguniuasugaans (Data Envelopment Analysis
Program (DEAP)) (uadpsilelumstiasest LiosnnBmstlidesdinisimunguuuuvesileddu A4
Tunsinnsanueedsnsdamnzfunmsiadssansnmmsdud unulunsdfifdatensuiauas
NaNaRaneyle (Multi Inputs and Outputs) Imamﬁﬂ%’ume"waaqﬁugmmﬂ Charnes et al. (1978)
warwausovl sudunuusiassludlag Banker, Charnes, and Cooper (1984) aeld doauuf
Variable Returns to Scale (VRS) Iae Coelli, Rao and Battese (1998) ﬁldﬂﬂiﬁﬂwﬂumgﬂﬁ%ﬁiymi
NINTUIAU Output Orientation ANUNNSANWIVBY Fare, Grosskopf and Kokkelenberg (1989), Fare,
Grosskopf and Lowell (1994) wa¢ Loikkanen and Susiluoto (2005) 11 3310l aennd oary

Toguszasrvainsiiuin1sves eun. Nulusiunandnliuinisussrrsusniiganigladadaingig



98 wiluyl wunlas usy Sn3yal auels

ARUY9AI wanaNtldUaaund Variable Retums to Scale (VRS) H19491nN15USMITINNITVRY DU,
Wunsliusnsvessguia Jausiaz aun. e1evzlidndunishiuings w seaufimanzay (Optimal

Scale) WUUINBBIMBLUNTANWIMMAIALLULUSEANS AWILASIH Lansnanalul

TEVRS = maxy 0

Subject to —Qy;+yA =0
X;-x1=0
NI'A > 1
A=t
Togil

0 e AsrAvBanvesenAnT

x; fo Snuvestladutidng i

y; fie Suanvemandad |

A fo Aeniuinvesladouaznanan

TE fio AAzuuulszanSam (Efficiency Score) adumsivieuiiisussning

A1 Projection fuA1a34 HANSening 0 B9 1 waziiieuesnudumieas

NAN153Y

1. wan1sAnwIUsEanS nwnslusn1sanstsae UseanUeuuseunm 2564 U89 aUn. 91U
30 Wit Matdunveinisinwaunsaasiiluadflmssaulanmise 1 dwsneasidonluusay
Hasuriiduaznandnuaniseandenlunsed 2 swasidenvessAansnmnIsUSMITAnITesnng

UnAsesdlIuviosdu (un.) Mi19ulasanis Tuksasdands wananan1sussiulanamnsnen 3 fadl

4, F X
ANTNN 1 VBYANUFIUTDS BUN.

Ay AAgN AgeEn duads  drudeauuanasgiu (5.0,

_quiniluiiv eun. Sullaveu (Anl) 17658 2615 102.20 52.13
- PuRTIToU (ASTU) 914 19,352 4,521 248
- PUUTEVINT (AU) 4,853 42,544 7,685 972
- s1elmadevesszvu (Ln/au/d) 35778 453,152 89,855 13,928
- $PHAYTBUYTHINAATUNTAYAS

mesulsTnaiIun (gaaaz) 0.05 2.99 0.68 0.25

57U (Unk9) 30

71: INNANWN



NITARUIUTEANENINNITIAUSNI TIN5 TUH TN TN YA TUIBIAN TUNATONA I Y

A19199 2 YayataTBINUUALHANAAATUNTINYAS

99

AuUs Awngn  Aigege  Aede  dauwdeauuanasgiu (S.0)

Jadedndfrunisinens
- fnEnuIUUsENAA NSNS

posuUsTIauToLn (so8az) 0.05 2.99 0.68 0.25
- WiINUYTEA (AL) 1 3 2 0.53
- Suaugue FouzauMILAYNS (L) 1 i 2 0.65
NANANATUNITINEAS
- aadsauiianelaveslssy

fisalasans (seva) 65.20 100 79.82 9.84
-Imsansinensves eun. (lasenis) 1 10 a 1.25
- ;ﬂahww,ﬂwgﬁaﬁlﬁwﬁyu (s08a2) 5 40 23.45 8.65
- Srununan Sl @Fu) 1 5 2 0.94

398 (W9A9) 30

737: INNISANWN

= a a Y oa g LY
A15719% 3 UseansnmlunisluusnsansnsueaunIsinensIes aun. 6 39uin

JseanSamnisiiusnns

Nl asdnsUnAsasduiasiu (aun.) Y Y \dy
Aumsinueas (Gaeaz)
Ldedva 1) sun. Bewnnu snaedulines 80.25
2) BUR. MENSTE S1ABULIS 100.00
3) A UL SUNEMeRT 88.36 83.55
4) vp.U1unsl unedulines 70.59
5) Y191, 9DUNDY BNNDIDUNDY 78.54
2. a1y 1) oun. a1 suneuIules 90.54
2) aun. Beenun sneuinles 80.25
3) V9. S9N SMNBVIBIUBIADS 92.46 87.74
4) VIn MuBIaeT SNDTEIMUBIEeT 75.45
5) wn.U1dn sunailes 100.00
3.08eae 1) ous. winsel sunewies 90.54
2) DUR. dUNAN BUNDNIU 100.00
3) aUR. 9l SLABNIY 100.00 91.07
4) pUA. WBINU S UNDNIU 80.45
5) M9.UN9Ua BLnetiaudeesiy 84.36




100 wiluyl wunlpgs usy Ansal aues

157190 3 (sid)

. . oy Uszdnsmwmsliiuinig 4
A9%0 asAnsUnATasEIUNBsaU (aun.) v Y 288
AUNISINEAT (598az)

4. WLy 1) DUA. LBEIUIU B1NDLTBIAN 74.25
2) oun. Ai3ney suneule 80.64
3) um. UuAu Sunailes 100.00 89.15
4) pun. V1us Suneles 100.00
5) ne. U suneula 90.86
5.gasAnn 1) aus. Yauas Sunensey 100.00
2) aUn. ABFY BLNBNYY 95.42
3) BUA. Ualya SuNaFULA 87.62 92.52
4) pUR. VuALIY Snawlos 100.00
5) ¥R.93Y SunemUan 79.54
6. U 1) DUA. 119333 DLNBLIIY 80.54
2) vo.02 9 nath 86.42
3) aUA. DURDY BLNBLIY 82.64 85.75
4) aun. 1WReTy suneth 91.52
5) aum. Tl BRFLHIREN 87.65
smiady 88.30

11: INASANWN

o

A1 3 HanITIATIEIUsEaNSanlunsiiusnsatssue UsyanUeuuseunas 2564
Y2999ANTUNATBIAIUN DAY LENTIWIINTA 6 FT9WTA NUIN LUARAWINAUSYRE 88.30 LATWARY

a a

Jiadeazuunliiininesas 80.00 Fefielsifiuszansainlunisliuinsasisaluseivgs
Fulumunsidennguitegnedildfiuual i eun. marifdnlunsdaatuwerativayuliinumns
Tufudldsndunudunianwesdulunmulsuewasuunudunanens auwmivgves
wswgianeifisdlasdmindiduszansamlunislivinsasisusdunisinunsgaan fe Swmin
gnsAnd sosaunAe Yminidease uaznzien ey Fadunnldinnisliuinissunisinns
Tudminidessessunmdnmaniivssansnmlunisliuinisde uirsgeannnindomdniiileue
Tumsamniasugiasudug annnin

2. nansfinwszauauduiasegianefissveununsns 300 518 lnesesay 92.50 1Ju
wame fegiade 46 9 sefunsinuanlvgauduiseninunoulaefesas 65 warilselfiads
Uaz 45,000 v wan1senszauAulunuasnsdIseenaissnszauliiiiuie dudndne Wil

WAZLINEY FIR1599 4 N1TITEENUTUNTEAUANUTUN YATNTTIRS UL NOLNE VDN BATATINNTEHU



NITHUITEANENINNITIFUSNITTITITIEHTUNI TN TYBNDIANTUNATONTINY D95 Y 101

L9 91uau 120 518 (Feway 40) dsgruidinvneladiuiu 84 918 (Fewaz 70) awnsaenseauaAIy
ununsnsdaniezneifismennuasnsgseauidila 1 219 518 (Gevaz 73) wavaunsaenszdiu
Anuduinuasnsdaaiesnelfisaveanuninigszauidnie 1w 4 518 (Fevay 1) uansliiiuinu
V]’]Qmii'?llﬁEJLLUUUuim'lmiiijNﬁﬂfJﬁqfﬂﬁgﬁ 5 unringde fu oUv. 119 30 Wi wasiEIENTI 300 3
annsoviliinwnsnslulasainsidedvaviumensiang inumsnssaaiosnaiiioddogig

Jugusssu

A13198 4 nsenseAuanuuinuasnssaiegneifios nszdulinvie awnvie wila ezt

3%AU Smart SEP Farmer nsUszdiundedt 1 (51e) msUsadiundadt 2 (51e)
e 121 (50882 41) 33 (sevay 11)
e (AudEhy) 148 (50882 49) 203 (s0wa 75)
wla (rnsauna) 27 (3080 9) 40 (00 13)
W@ (Pnssiuns) 4 (soay 1) 4 (50002 1)
39U 300 300

737: INNISANWN

HanIFedamuimanidnidelaAudeyalitiuinunsns ieliinuasnsuiazaelaniu
sraunfuAsegianeliisavemuewinnsUszdliunied 1 udatu LnunsnsleinuniunIsuanms
nsineasvewmwesalfiduiumlunisnunusazusulssnsudaluseudalladueg1ad auvh

Tinan1suseifivluased 2 luldaun Wingedu Meilns3denuinuwimsdunisenseduaudy

v
o ]

\AsugRINeLieIveanYnsNsluliazaRUTY Snall

1) tneasnsaunsaensgiuanuduiasygianefissnnlaiidiisgnisdrvienisdy

a

\nunInTsaaTornaiies uuneds inwasnslaviinsnanludnuusidaanie “anudidu” e
fanuannsalumsfisnauedls Tasuumndlumssnseusil

1.1) inunsnsdsvuunsuanluansgiuresssuunsninvesnunsnsluseiulasnsdy
wazdinuneneulunisidnnisldasndlunisuges

1.2) 1nwnsnsiinguszasAvosnsudn Ao Wmunenisuanveanunsns Weuilae
Hundn nerdeluduiivdernmssmheiiediuneldmuunmsivgvesasugianeiies

1.3) NswanvenenInsiaNuraInatsvesNandn lnaisuainniswaniivdudfgy

fomensassdadiianisusiae wu In Tl viSevan Wudu

o

o a

1.4) inwmsnsiianuaunsatunisisnauesiudadonisndaliun waniudiy Wug

q

o

dnd Jo gesluu ssuui szuviu wezussudaduladenisndndidfy eanduyunisudn antu

@ 1

favzinululssnuveanisuiudsnunmuastadonmsndnnatulidngssuunisudauuudunie

Y



102 wiluyl wunlpgs usy Ansal aues

2) inwasnsaunsaenseavmuluasygianemissainseaudiviegseaudila vens
JununsnsdaaSesneiios nunede inwasnsyiinisnanludnuwae “annuduna” fe Auaiunse
Tumsadeeugulinuies mnefamsliadoisuiies viefisnisaani wlddeadlugms
osmumnd Jndunisaiennugulvitumiesarasouas fuummdlumsensedusal

2.1) inwnsnsiuviuasuduszuunmssdnuuudunid vieduinsgiuiuses GAP
(Good Agricultural Practices) 1usgnstion iiiolmdngszuunisnanitlidwansznusded swindox
walymuafivsingg 9nnsnasmensineas T fu 1 o1me nnsldasediidusame

2.2) inwnsnsiingUszasdvaanisuan mneds Whmnenswdnveansasng euilaa
dundnografisawe Hinderiinisdminaiomuneldnunuimisivgrveuasvgianeiiies
uenienniansoutstulitoutiulatg

2.3) inwasnsfienuanusalumsiiiuseldmansinens uaznsansedglunisudn
voununang lulsuduveatiadonisudn sudusnulumandn uenainidsiosinisudsgunanan
ynamsinumsiiteLfisgarseLduiiy

2.4) \nensnsinsi i d vaneds anuineln® wasnsdissuudyd luldlunisns
WHUNSHARTERNYAINTEENLTUIUSTIN AuaINTnanfuuNsHAReE 1 TulETn

aa

2.5) inwnansdasnislunisaaniau ud ndaanvasuasviuenaiainwns 1wy
wilasasou el invnsnsdosaniiaunenainuasifedietessosay 30-50 wavannsauuzthsns
anvilBule

3) inwmsnsanusaenseaupuduasegianeifissainseaudilagsydudndwesnisdu
\nwRINIs AT oznelios vanefunvasnsliimsanludnuusidy “anuiuns” Aoaunsaaia
Uszlovdgalitudenslunianens e masidudunuualiiuinuninsduq Inoniswauinuies
sagitlyan e vieuTanssusneg uaranansadieveslgduld Tnefuumdunsensedudel

3.1) inwasnsiiuusuasuidussuunisaauuudunie wiefunsgiususe s GAP
fuduldldnsilususeanunsduvidazfioindusunuuindan

3.2) \nwasnsiianuanansolunisedniivarnnansvessinfiv wazdnd saufansifu
Snwfugilomsnanlusoudnly

3.3) Inwmsnsiianuannsalunmsifiuseldmenisinums waznisansedislunisuan
vounuasnslutsziiuresiafoniandn swdusanulunisudnde vonanidsesdinsulsgy
NANATMNSNSLAYRTLRBLMYAR eIy

3.4) 1nunsnsiin1svURT vuneds anuinednd wavnisiszuudydluldlunisng
wHuNsREnveunuyasnsegnlugusssu auauisaanfuyunskaneg1uiuldtanusazaunsaan

PUAUNIANITNYAT bR



NITARUIUTEANENINNITIAUSNI TIN5 TUH TN TN YA TUIBIAN TUNATONA I Y 103

3.5) inwnsnsiasnislunisaaniau Idun ninainuasuasviuonaiainwns 1wy
niinir3oudus Heiinunsnsmsannidunsnisinumsldedneie siosas 80 uazanusoanniiay
uennAunsldosetiosiosas 20 uarannInuusiIsN ANl UL

3.6) inwnsnsdesraug /Qdngn /nsiauiauies nunelis Anuausafiay
anudmgdunanees anuvduldmanud neasuazufiR mavaundavarianiluldldess
faddruniidulsraunsaivesmuies wionsuiulssgnadldamudildieunndunsninve e
AnosrANusT VU TR aae vialdugitiyan it udevendeld dedavaniinunsnssosd
mMawanAnaiuaz ity vesauleetreliled

3.7) 1NEAINIAITTUIANTIY 89 ANAINITAVBUNATNTIUNITATIMATWAIU
WINNTTUNNNMTNYAT AULLINIUTVYIVOLATHEAINDLNES An N15YsaNIsANs aiTaaives
nwasnsufumaluladansaunea waluladdinm wazmeluladnisinuasfivuaionise) Aflany
Usednuarldldednadne lududouauiuly Sedesuszgndliidrfuinunsnssuuvuiaiu ey
Uszdngnmmisinizugn iunandn uastingauninwvesndnna Inslddeyavosduivuazdnd
anmuwandonvewhiu uasguteyasuninnues Mdeulesfeiuduaiotis sussnanaiiors
n1sdndulavsutadenisudnuaznsguasnuiog unamung INFINITIANITHAANANYATNEINTT
Auiieuitersaanmielilruiuiian

3.8) mmam15aiuﬂwﬁm§?ﬂ@juéﬂ'ﬁﬁaui vinedie guinisiieudiintuuiveves
wsugianaifios maninszsivn inwasnguilml vie Tanuuesunluea was Hudu feilinuasnsans
dnmsrmnguiugudiiouds uasidueiedioifoafumssghoneifissseninsyususgiad ugusssu
fumhenuiusenisiage uazdinmssuiunuegdedes

1Y v

3.9) wnwasnsdnisinenyulugusuludiudieg liun duaug audetvignig

v '
I3 a 1o A

sfunsnamansinensiuiladenisnan Ay wsenu Wudity Wugdnd Jedunid umanir Sug)
sumaluladnmainung eesingmeninnens sunguesuminduioduideiionsuanmianisinuns
wagfunguiamAagumy (W anuiidadangy wieanuiivussureandy Husu)

3) nan1sisuiisuszansaamnisliuinisansisaeduszruanudununsnsdaaies

WoLiEd 91NA15197 5 nudsesuanuduinunsnssanseswenssinuduiusiuussansanwlunis

o W aada

THU3N15a15190uEe3 U, adailvuddnneadaf a seiuaudesiuiisesay 95 Wefiansan
AzwuuvesUszdnsanlunislivinisaisnsazves aun. Aussauauidulasygianetiio
YounuasnsTdwnuasnssaasunaislussiudidmuin oun. Afauszansamlunsliudnns
A1515ULAUNBATS D8R 100 wanalsitiud1n15IRUSNN5a1515ULV0e 8UN. AULNYASINARD
msenszauauduasugianelisswasnuasnslusuavesnuendusgiwnn anunseazulean eun.
W 4 uiis Aduszansamlunisliusmsansisazaunsinenslusysudosas 100 aunsodaasy

WNERINSLTuNYRsnsoRsusnawisslussAulfalalae Tinuasnsduluud adunynsnssans vy



104 wiluyl wunlpgs usy Ansal aues

walfies 4 Ay Anfoufiazuvslunnudliunddu InsandunsludnvasgudiSousd Wudiegnm
zimeunsvereauiiuninensnsngudue b iefiendudunuuliiu eun. wasinuasnsdus
Tunamilesaly

M19°99 5 Wisuisulszdnsnmnisliuinisansnsasdussauanuduasegianaiiosluwnas

azuuuauduaseghanaies” U BUN. (Univ) Uszdnsnw (Seway)
aiitnang 33 70.54
ey 223 84.56
vinla 40 93.42
Tghy 4 100

F-statistic=19.63 d.f. 2; Sig= 0.005

59u/A R 300 88.30

37 * 9Ady WusLEY (2560)

nsanUsIENa

v
v

nsidensilldfumiadeidmwarenisfinyssavsamnisuimsdanis eun. muuuInis
Uy esasughaneifies daldteaslubewesmsiusuianyueuiuuiidusn lnefoufiuns
aduayuunumesmalssdealinniu fmsidelfiauels eun. Afnsliusnsassusdu
mManwnsTiussansamgaiunuiilunsveneieietsuasvinunsnssaaiosneifiesifissduiing
HudunuuresmsialiiAnauaseuaguinunsnsvioun sonadesiunuiteves Tavnd ausue
navAMy (2562) 1309nsUsegndliusvgvonasugianeifisawes oun. dsemsiaungusvluius
mawile Genuisydnamnsliuinmsassugiussduamnduasvsaneiiissmes sun. Wuly
Tufirmafetuegafidudfymeadfisesuanudesiudosar 99.99 uwumndlunisenseduandy
wswgRanalfiosnes aun. Wgstumsiiuan msuimsdansesdnadudduusn anduriinig
NawsuiauguruLUUidwni oanuauuazyszleviguuesussvrunuuIundud ey
warTamssaududdy dawduuinsasisngdug Fesdnagnsvieisniniludssgndldlhidutu
FoildRunnlusununsnssy valinwnsnsdaaioswaifivsiiflsssudnfeiiunuasnsiiuenainae
afusglfifindunaransediemninnensldud Sdauanmnsolumsaaniauidlusasuonnie
maneastadudivauinn ssneasnsiinsudanuwuimal g e unsugianaiiissiiensnan
WUUREINENY mﬁ’auﬁfmmimﬁﬂizqﬂmﬂ%‘lﬁmmxﬁw%ummﬁuﬁ donndesiunidees 355 uflens
LagAny (2562) Fanuin mavinumswuuranvatsuazdnisiuinnssunietnimaluladadeln
wtaglumsndnaglinaneuumuierudssgeniinisugniindafeluiiuiidsnsidvadainui
inwnanslu 6 Swfamamiovesinefiimandndnfiovsinalundnlunniiudl willfes fadoswinig

IANITWUUTAINTINTENTIN oUN. AuinwasnsliiUsEanSan is1edueg i udnga nveudmtn



NITHUITEANENINNITIFUSNITTITITIEHIUNI TN YATUNEIAN TUNATONAI U 995U 105

oUn. fdnanfidusuihidnenmanndenifiesn uenandnuindaruaenndostusewiig dnsam
voadmiil eun. Auiinveulaseinissunisinunsves eun. Autnuasnsiiidununinssanios
worfiosluszuiings aenndeatunuddediinumves ¥dan nndgy uarensal lemaiamda (2559)
Besmsinnzidneamuesimihinunsvesesdnsunasesdiuriosiulazngunuasnsggniniile

NIFILHUNRIUN TR Z

v
av v '

n3deifmuiuImienisensgauinensnssInsosneiiodigadu 310 udoaiaunli
wnuasnslairlandnusygrrenasugianeiosf Ussgndldiun1sndnn1enisinens 1910
1) Mmsfisnauedasnswiniieuslan wdsudslukazdmieieaianglaliiuiy 2) s

| a

sPUUNINARTjgsrUUBuNEs lnsiamiznsUsulgeau i uardanadenliiarenn nafuinuuude
fiugiiy 403 nsndntladenandn W Jeduniduareesluuliies saus 3) mamdniivarnvaneidie
anAMBneg denndasiunuideves efnd Taen3d (2561) AldlRuuimsnstuindoununs
Sunddifieadsnutuasdiuomsaeassdmiuguy war Ainta 18 odanuiasus nuavun
Vs mugnAl wagsInun adqu (2562) AnuinsuiRvansinensdunigianuldiuieumams
wyetulunisandunuiiudunuve wnynsnilng 4 ineasnineserdenisussendld i dayan
AUNITNEATVBIAULDIITINUZAUAUUTUNVBIYUIUAIUNITINGAT Uazas19n15TdIUTIUVeN
miduiedeunulussdugusuldegedibu TnsaAdiduwnuihdeinsmsns eun. nasedu uvninede
flrusmsinnisyurulaznsuinnsineas denndesiuuuiAniasugianeifisadesyuures efdy
fiusian (2560) fildesunefis Jadeindinssuiunsnanan wadws uaznaluiigaiinssiu wasiitoly
Aarudsdusniudesendunisussifiuwasianla sansedwieilosazainate sosunase
an1esAnsUnATeduiesd wil eanfuayulasinsdananlifuinuasnsegaaiieassd nou

s o

suuszanaaduayulivingan dwuiTeves I5ednd aueus uag nuafing A1la (2563) Anuin

oUn. Salinsudmsdanissutszinalunansinsnsvesyumuludadiuidosuin faifu win aun.
ﬁﬂﬁu'%miwﬂismmiufiauf:aﬂwaﬁﬂizﬁw%mwﬁ%ﬁhaﬂﬂizﬁummLﬂuagmaaLﬂwmiﬂiiﬁLﬁu%u
denndeatuauidoves dufn uiivssAnsng wardsedna auoius (2563) 1309 unumming
yesesAnsUnAsesdIuviosiu lunsduaiuuazaduayunamsinunsyusudmindosn fldian

wazihsoaluualudminde vl

Ualauauuy

1. auUn. msatduayulassmsferdumsiausnumsufoaimensinunsiia wagssuunsaan
wudunidlifuinunans esnseduinumansdanioenaiiivdiastu lnsUszaruaiusuiiovos
nsudvInsinuns 3vliuinisnsaudadluszuu GAP wazszuudunidns et nuszdnsam

AT IAUSNTAGISULAIUNITINEATVDS BUN.



106 wiluyl wunlpgs usy Ansal aues

2. NMSTULARBUINNNYASNIIIU Smart SEP Farmer Tuszasil 1 fasasruesovesuwuulniu

v A

NEATNTaUY Mnamile e1densinnuluuysanns 3 die laun nasy fe eun. Aduszavsam

<3

a

Tun15U3NsaNsIsuEmeEAIuNITINYas 1n3Teriesiu uaznirenuiifsrdemiaiiunisinuns
waznsnan tnedunuiiiddnie duluuinunsnssansssnaiiedlusyiudngs

3. mavssduiitilugnisenssduamnmdunensnsdandosweifiodunsifoadedldinau
Tunsinwaderelumsimuldidraunanrosudundislunsusaduiefumuazninuasdaiiu

Joyaliog1959n57

LONE591999

9 a -

335 ouitons Jwny 0330071y Tawdesl Sunfod wasyasan Wlouiuns. (2562). watinisiunumsing
uazlbsioNana UL LAY AIMEEIBIRT AT oA YT. BUfy 1 Bamnan 2562, 910
https://www.pier.or.th/wp-content/uploads/2019/06/aBRIDGEd_2019_014.pdf

wdnn yndgay uazesal lonaiauia. (2559). mITAsigidnenmussmthiltnunsvesering
Unasesdiuriesiunasngununsnsgugndiiiensnaunuimunivanzas. 29557507557
TUTUUAZAMNING TR 4(2), 200-211.

s witusAvBws uasdsdng auetue. (2563). unummihiivesesdnsunasesdiusiesiu luns
duaSuuaraivayunmanisinuasyuvudminledvil. 29599599975 AaruvemanTiuas
dpumans, (16)2, 15-138.

Yozdnwal wnsad. (2557). avwildinfisniunianiseds vesesdnsunasesdausiosiuluszduda,
Journal of Economics, (18)2, 1-22.

Wnia Lgaﬁﬂﬂumi‘wﬁ NUATUN gVBNNUGNA wazTINUN 238V, (2562). N13UHTANINSNYAT
Fun3d AnulaiUSeunanisutedu uagkan1salivnuiuiuweInunInslne.
piadnsalgsnaumiad, (41)160, 102-135.

Fsudnd aueuz. (2565). n15Uszgndldnnisssun st veaasygioneeailonsdundoussins
Unmsesaauvipeduluuuamaasygiaweliles: nsalfnwesnsunasesdauriosdusiin
el avinenduguasivenil.

Tsedng auetuy waznuading Ala. (2563). MIUTSUUTEINAIBIRANTUNATEE LD SAL

AALile The Budget Management of Local Administration Organizations in Northern
Region. #nN84 : 215aI5WLEAIANTUAYIRUMERNT (Fua.), (27)3, 34-47.

T5efnd aueur oz, (2562). N15UsTend TV 190uAsYININBLTENYeI8IANTUNATEIN I

vieadu (aun.) memsiwurzuvuluwnniamide. drinnunssuaivayunide (@nd.).



NITARUIUTEANENINNITIAUSNI TIN5 TUH TN TN YA TUIBIAN TUNATONA I Y 107

0ty fWusian. (2560). taswgRanaiiie: wsvdaasenImuasnsznsaninayedlumassniai 9.
WUNUS: ddniuiumInedeadn.

afvf 199136, (2561). wuwnsmstuirdeuwnuasdunidiioadimnsiuasduemsuaense
dmsuguyy: unagviewannaauiRnis. 215a75unIIneIaeAaUng, (38)5, 1-17.

Banker, R. D., Charnes, A. and Cooper, W. W. (1984). Some models for estimating technical and
scale inefficiencies in data envelopment analysis. Management Science, 30(9), 1078-1092.

Charnes, A., Cooper, W. W. and Rhodes, E. (1978). Measuring the efficiency of decision making
units. European Journal Operational Research, 3(4), 339-338.

Coelli, T. J,, Rao, D. S. P. and Battese, G. E. (1998). An introduction to efficiency and
productivity analysis. Kluwer Academic Publishers, London.

Fare, R., Grosskopf, S. & Kokkelenberg, E.C. (1989). Measuring plant capacity, utilization and
technical change: a non-parametric approach. International Economic Review, 30(3),
655-666.

Fare, R., Grosskopf, S. & Lovell, C.AK. (1994). Production frontiers. United Kingdom, Cambridge
University Press.

Loikkanen, H.A. and Susiluoto, L. (2005) Cost Efficiency of Finnish Municipalities in Basic Service
Provision 1994-2002. Urban Public Economics Review, 4(4), 39-63.



’Jﬁmimiwgmam%ﬂixQﬂﬁLLasﬂaQV}ﬁ‘mSﬁ'ﬂmi Journal of Applied Economics and Management Strategy

Uil 11 atuil 1 unes-iquisu 2567 Vol. 11, No. 1, January-June 2024

Impact of OTAs’ Digital Services on Customer Satisfaction in Thailand

Panjamapon Pholkerd?, Mallika Thamnarong? and Pitipat Nittayakamolphun®

Received: December 20, 2023
Revised: March 20, 2024
Accepted: April 4, 2024

ABSTRACT

The availability of digital technology has prompted many adaptations in the hotel
industry, particularly among online travel agents (OTAs). Better services provided by OTAs might
improve customer satisfaction. This research aims to examines the effect of OTAs’ Digital
Services (DS), electronic service quality (ESQ), and electronic recovery service quality (ERSQ) on
consumer satisfaction (CSAT). To better understand customer satisfaction via online booking,
research survey of 415 persons in Thailand who have used OTAs to book hotels was conducted.
For data analysis, structural equation modeling (SEM) was used. The study covers the metrics
and conditions that could lead to consumer satisfaction. According to the study's findings, ESQ
and ERSQ are the factors that would directly affect consumer satisfaction while DS can rather
effect consumer satisfaction indirectly. Based on the findings, OTAs service providers should
enforce quality and simplicity on their platforms, such as swift booking transactions, precise
booking detail, and booking experience when searching for rooms. Customer satisfaction would

progressively spread information, lowering marketing costs while increasing reliability.
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Background and Significance of the Research Problem

The presence of digital usage urged many signs of progress in all sectors. Likewise, hotel
& tourism had transformed themselves into digital platforms to tackle customers’ interest and
engagement. Services offering via digital platforms is the promotion activity of products and
services through various well known digital platforms (Khmiadashvili, 2019). Famous practitioners
of digital services are the online travel agencies (OTAs), with unexpected growth, have an
extreme increase in the online market competition (Sharma et al., 2020). The OTAs benefitted
a lot from the circumstances while using digital service platform to provide service quality, such
as information disposal, support transactions, privacy, and security assistance, and create
customer engagement with hotel service providers on various topics. Many bookings often take
place on platforms and applications with the help of electronic devices. The global number of
users via mobile devices is three billion monthly (McDonald, 2018). This implies a people-
technology interaction, for instance, people would find extensive quality from the standard
booking service (Parasuraman et al., 2005) such as quick response, easy usage website, the pool
of information, etc. without neglecting customers’ privacy and security. Also, service quality is
the expected determinants from customers that OTAs should be able to provide (Nunkoo et
al.,, 2020). This could be a good reason for OTAs to participate in digital services to create
advantages and enhance customer satisfaction as well as to handle customers’ responses about
electronic recovery service quality for security reasons.

While customers are dwelling in digital societies, their expectations of products and
services quality increase and ultimately reflected in customer satisfaction this can lead to repeat
purchase and a likely recommendation for OTAs (Tran & Vu, 2019). Therefore, the benefits of
digital services and marketing along with electronic service quality to serve customer satisfaction
can encourage tremendous remuneration. Although, Thailand may have acquired the least set
of standard digital literacy when compared to other countries in the Arab States and Europe
(Sukman et al., 2018). However, when it comes to online hotel booking, consumption of online
services is quite varied. Thailand’s tourism and hospitality segment generated up to 20% of
country’s GDP (Inthasang et al.,, 2021) and the survey by Statista (2022) on the comparison
between offline and online hotel booking in Thailand revealed that 79.3% had booked their
accommodation online while only 20.7% had booked their accommodation offline. Thailand’s
preferred booking platforms that earned the highest remuneration in 2021 are Booking.com,

Agoda, Hotels’ website, Expedia Group, and Hotelbeds respectively (Thansettakit, 2022).
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Referring to these conditions, OTAs applied digital services on electronic platforms to improve
transaction activities (Rahayu & Saodin, 2021) to serve the highest level of customer satisfaction.
The business of OTAs have grown to be platforms that provide hotels with a digital marketplace
to showcase their properties and allow customers to make direct bookings via their platforms.
Hotel sales are significantly influenced by bookings made through OTAs. Chubchuwong (2019)
mentioned that leisure travelers, business travelers and government official segments have
gradually and increasingly turned to using OTAs due to the more competitive accommodation
prices they offer. Thus, customer satisfaction via OTAs platforms could gradually affect booking
and revenue as well as room distribution of the hotel sector.

Measuring customer satisfaction is essential. Despite past studies about measuring
satisfaction across many countries with expectations, convenience, interactivity, and reliability
(Nunkoo et al., 2020). While the hospitality sector in Thailand still finds room to grow in a near
future, it is essential to oversee the influence of digital services through electronic service quality
and electronic recovery service quality on customer satisfaction to provide a broader view to
the practitioners. There are past studies on hospitality segment in Thailand which focused only
on online booking process, uses of OTAs, digital marketing on hotel performance, and online
purchase intention (see, e.g. Chubchuwong, 2019; Wongkhajornpaibul & Sornsaruht, 2019;
Inthasang et al., 2021; Chubchuwong, 2022; Phumpa et al., 2022) but the discussion on customer
satisfaction derive from digital services by OTAs are still neglected. Thus, the growth of Thailand's
hospitality services reveals a research gap in terms of what aspects may contribute to customer
satisfaction during the hotel booking process. The study would be contributed to hotel
management and particularly OTAs, who could then push more straightforward digital services
to satisfy customers and match their expectations. During the measurement of customer
satisfaction, we can also contradict on the homogeneity of dimensional influence across gender,
age, income, devices used, and platforms. Therefore, we propose a study to understand the
impact of OTAs’ digital services on customer satisfaction and compare the different effects on
the above dimension. Specifically, we develop Structural Equation Modelling (SEM) and the f-

test to explain the above contradiction and hypothesis.

Research Objective

This research aims to study the effect of OTAs’ digital services on customer satisfaction.
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Scope of Research
The target of our research was Thai consumers with prior experience booking hotels
online via online travel agencies (OTAs) and other hotel booking platforms. The age group

demographics was up to 60 years old.

Literature Review

Customer Satisfaction (CSAT)

An increase in level of loyalty and retention may be adopted by a cumulative
conceptualization and operationalization towards customer satisfaction (Nunkoo et al., 2020).
Satisfaction is the level of expectation of service with during the ordering process until service
is gained making customers feel satisfaction, dissatisfaction, disappointment, or excitement
(Surya & Saragih, 2020). Customer satisfaction (CSAT) plays basic importance to all businesses
which also include online travel agencies (OTAs). The business of OTAs relies on online services,
marketing, and transactions. The digital technology can act to support process of services to
generate, communicate, and provide value to clients and stakeholders, satisfaction is the level
of expectation of such service. When that level of service expectation is met, the customer
experiences contentment, discontent, disappointment, or exhilaration (Taufik et al,, 2021).
Customer satisfaction is consumers’ anticipation from goods and services, it is an evaluation of
feelings that has been used frequently across the time (Raza & Umer, 2020; Rahayu & Saodin,
2021). Study by Woodside et al. (1989) pointed that customers’ judgement affects customer
satisfaction with the service encounter does satisfaction appear to be a moderating variable of
service quality. In the context of the study, customer satisfaction is the expectation and
judgment toward digital services that successfully provides a pleasurable level of service
experience.

Digital Services (DS)

Digital services enabled online travel agencies (OTAs) to conduct customer marketing and
selling activities on their platforms (Sharma et al., 2020). Maintaining the quality of online
services and customer satisfaction while using the platform is essential. Lee et al. (2008)
explained OTAs, as service providers and digital service implementers, should identify the
customers’ expectations which sophisticated, individual, knowledgeable, and technologies
familiarity to handle customer satisfaction. Several benefits are promised by digital services

provided. Thai consumers, primarily between the ages of 20-40, heavily choose online platforms
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for their leisure time, approximately 60% of these customers are inclined to make online
purchases across a wide range of items and services (Pholkerd & U-un, 2022). With the existence
of digital service platforms, consumers can evaluate and contrast various service providers,
enabling them to make decision based on what appears to be the most efficient and suitable
option which would gradually bring satisfaction. Past study from Hao et al. (2015) stated about
consumers’ evaluation on OTAs platform for various criteria such as information quality, site
design, security, and information sharing. In the digital communication, the conversation spreads
positively and adversely far too quickly. Consumers who are pleased with their service
experience will enthusiastically recommend them to other customers, whereas those who are
not pleased would act differently (Weitzl & Hutzinger, 2017). When digital services can take
place quickly through various platforms enabling customers to experience and evaluate their
expectation immediately. Hence, OTAs as digital service providers requires assistance from
electronic service quality to seize interaction and produce customer satisfaction. Thus, the
above description could propose the following hypothesis.

H1: DS has a direct effect on CSAT

Electronic Service Quality (ESQ)

Customer satisfaction is contingent upon service quality (Nunkoo et al,, 2020). The
statement was conceptualized by Parasuraman (1985) that customers intellectually evaluate
service performance attributes, which affects their total service experience to be an ultimate
satisfaction. In the presence of technological assistance electronic service quality can help
determine the quality of website and various platforms of the OTAs, which has a big impact on
how well online booking works. According to Mick and Fournier (1995), about how customers
interact and evaluate technology-based products, explained that customer satisfaction is a
highly complex and long-term process, and the process may differ across various customer
sesments and satisfaction in such contexts is not always a function of pre-consumption
comparison standards. As it supports and enables online activities of customers and business
sectors itself, the quality of electronic service quality becomes a key factor in determining
whether a business succeeds or fails (Rahayu & Saodin, 2021). Many scholars have contributed
to different dimensions to measure electronic service quality. Dabholkar (1996) contributed to
the study to examine expectations on technology-based self-service quality and suggested five
main attributes of electronic service quality: speed of delivery, ease of use, reliability,
enjoyment, and control. A website needs to offer a lot of information in a user-friendly, well-

designed structure (Taufik et al.,, 2021). Additionally, Jedin and Ranjini (2017) also contributed
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that accessibility, pricing, review accountability, and customer service are the key factors that
affect customer satisfaction with the usage of OTA. The common approach was conducted by
Parasuraman et al. (1985) for customers’ perceptions of service quality, it is essential to examine
the work of electronic service quality and the tools used for the measurement are system
availability, efficiency, fulfillment, and privacy (Parasuraman et al., 2005). Based on the research
that is currently available, we predict that digital services could affect electronic service quality
and ultimately electronic service quality would further affect customer satisfaction. Thus, we
are proposing the following hypotheses.

H2: DS has a direct effect on ESQ.

H3: ESQ has a direct effect on CSAT.

Electronic Recovery Service Quality (ERSQ)

The concept of service quality is closely related to customer satisfaction (Nunkoo et al,,
2020). Every hotel and its service providers would strive to make the greatest use of the
resources at their disposal to achieve client satisfaction. With limited resources, it is crucial that
every hotel utilize those scarce resources as efficiently as possible. Although the internet offers
the best cost and service delivery results, its effectiveness should be assessed based on how
well it is used to pursue customer satisfaction. In this research, we attempt to study the impact
of digital services on customer satisfaction through electronic services by scaling those services
into electronic service quality and electronic recovery service quality. Electronic recovery service
quality is a subset of electronic service quality introduced by Parasuraman et al. (2005) and is
homogeneously used to comprehend service quality provided to customers. While electronic
service quality is relevant to the entire customer’s service base, electronic recovery service
quality is notable for recovery services experiences which service providers compensate
customers for any problem that might occur. Electronic recovery service quality is used to assess
the electronic service quality of customers who occasionally encounter with hotel booking
platforms and other online activities. There are three dimensions of the electronic recovery
service quality scale, i.e., responsiveness, compensation, and contact (Ulkhaq et al., 2019). Thus,
we are proposing the following hypotheses referring to the above literature.

Ha: DS has a direct effect on ERSQ.

H5: ERSQ has a direct effect on CSAT.

Based on the literature review, we developed a conceptual framework (see Figure 1) and

suggested study hypotheses to determine the influence of digital services (DS) through
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electronic service quality (ESQ) and electronic recovery service quality (ERSQ) on customer

satisfaction (CSAT) which comprises the research model's variables.

H2 H3
H1

Figure 1 A Proposed Research Framework

DS CSAT

Source: Authors’ Study

Research Methodology

Participants

The study analyzes the observed variables using the approach of Schumacker and Lomax
(2010), thus, one observed variable for 20 samples. There are 14 observed variables in the study,
the minimum sample size was 280 samples. The descriptive survey was sent in an online
approach via, email invitation and spreading links on the Facebook community groups to 1,500
samples in Thailand and a receipt of 415 responses were completed and valid. Therefore,
sample size for this study is 415. Survey distribution was done through out May to September 2022.

Instruments

The questionnaire consisted of 6 sections including general data viz.,, gender, age,
occupation, education, status, income, device use for hotel booking, and choice of OTAs. In the
section 2 to 5 were the measurement questions of the study variables and section 6 was
suggestion. All variables in the questionnaire used 5 points Likert’s scale measurement (Likert,
1932) and the questions are presented in table 2. The tryout of 30 samples was done before
actual distribution and the Cronbach’s alpha indicated 0.95 which is above 0.80. Index of item
objective congruence (I0C) was evaluated by 3 experts and indicated 0.92 which is acceptable.
Structural Equation Modelling (SEM) was used to construct conceptual framework and explain
relationship between digital service (DS), electronic service quality (ESQ) and electronic recovery
service quality (ERSQ) that reflect customer satisfaction (CSAT). SEM is a statistical method used

to test the relationships between observed and latent variables and a technique that illustrates
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the nature of hypothesis covariate relationships between the observed and the latent variables,
as indicated in the measurement and structural models (Hair et al, 2017). In this study,
verification of SEM was applied to determine the coherence of the model obtained from the
literature review with the empirical data. To ensure good fit of the model, model testing should
present several values thus, Comparative fit Index (CFI) and Root Mean Squared Error of

Approximation (RMSEA).

Results

Descriptive Statistics

The descriptive statistics represented number of female respondents (63.9%) was the
highest of all genders (Male 34.5% and not identify 1.7%). The largest age group was between
21-30 years old (65.3%) and majority of income rate was between THB 10,001-20,000 (46%).
The top three most preferred OTA were Booking.com (38.6%), Agoda (28%) and Traveloka
(10.1%), respectively.

Impact of Digital Service on Customer Satisfaction

The result of measurement model (Table 1) displays the factor loading of each construct.
All the constructs showed an acceptable value of more than 0.6 (Hair et al,, 2006) which
indicates all factors met the proper criteria. The reliability test shows Cronbach’s Alpha value
for all constructs is higher than 0.8 which is also acceptable. The average variance extracted
(AVE) and composite reliability (CR) values for different constructs exceed 0.050 and 0.70,

respectively (Fornell & Larcker, 1981), which confirmed the discriminant validity.

Table 1 The Result of Measurement Model

Cronbach’s
Construct ltem Wording Mean  SD FL AVE CR
Alpha
Digital Services (DS) 0.892 0.679 0.864
Service Content  SC1 4.23 0.69 0.64
SC2 4.16 0.74  0.66 0.81
SC3 432  0.72 0.71
Site Design SD1 4.30 0.69 0.72
SD2 433  0.67 0.74
0.88
SD3 420 0.76 0.66

SD4 4.20 0.73 0.70
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Table 1 (Continued)

Cronbach’s
Construct ltem Wording Mean  SD FL AVE CR
Alpha
Site Design SD5 4.18 0.72 0.70
Information 151 4.38 0.70 0.72
Support 52 433 072  0.70 0.86
1S3 4.39 0.72 0.69
Electronic Service Quality (ESQ) 0.934 0.788 0.937
Efficiency EFF1 4.36 0.67 0.77
EFF2 a.27 0.67 0.73 0.87
EFF3 4.29 0.71 0.76
System SA1 426 069 0.74
Availability SA2 4.16 0.77 0.75 0.86
SA3 418 074 0.72
Fulfillment FUL1 427 070  0.80
FUL2 4.23 0.75 0.74 0.87
FUL3 420 075 0.76
Privacy PRI1 4.22 0.76 0.76
PRI2 4.24 0.74 0.77 0.92
PRI3 423 075 0.78
Electronic Recovery Service Quality (ERSQ) 0.92 0.779 0.913
Responsiveness  RESP1 4.25 0.74  0.80
RESP2 4.21 0.75 0.77
RESP3 432 071  0.79 091
RESP4 4.32 0.72 0.76
RESP5 432 071 0.78
Compensation  CP1 422  0.76 0.73
CP2 420 076 074 o6
Contact CONT1 4.26 0.72 0.77
CONT2 420 077 077 0.89

CONS3 4.22 0.74 0.78
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Table 1 (Continued)

Cronbach’s
Construct ltem Wording Mean  SD FL AVE CR
Alpha
Customer Satisfaction (CSAT) 0.93 0.805 0.925
Satisfaction SAT1 432 065 0.78
SAT2 4.31 0.67 0.78
SAT3 a.27 0.70 0.75 0.93
SAT4 425 068 0.78
SAT5 a.27 0.67 0.77
e-WOM WOM1 4.23 0.67 0.70
WOM2 423 068 074 0.87
WOM3 4.24 0.69 0.72
Re-purchase REI1 424 074  0.79
Intention REI2 4.22 0.75 0.77
REI3 4.25 0.71 0.77 0.92
REI4 4.23 0.72 0.80
REI5 4.12 0.79 0.71

Source: Authors’ Study

Confirmatory Factor Analysis was used to examine the measurement model to eliminate
the measurement errors. We examined the key factors thus, Digital Services (DS), Electronic
Service Quality (ESQ), Electronic Recovery Service Quality (ERSQ), and Customer Satisfaction
(CSAT). The model fit indices (Table 2) shows that the model met the criteria for a good fit.
Value of y%df is 1.328 which is less than 2.00, while CFl and GFl are 0.991 and 0.965 respectively
which is more than 0.95, value of RMSEA and SRMR are both less than 0.05 which are 0.028 and
0.016 respectively. Therefore, the model is consistent with the empirical data.

The findings of the hypothesis test as well as direct and indirect effect are shown in Table
2. The magnitude to which independent variables influence dependent variables is represented
by the coefficient values, and the size and significance of the coefficients establish the
hypotheses between the variables. Also, the significant of p-value should not be higher than

0.10. As a result, all the hypotheses are accepted, and all the coefficients are positive.
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The study on impact of OTAs’ digital services on customer satisfaction indicated the
effects of independent variables on dependent variables which have positive responses to the
hypotheses. The finding for H1 showed that digital services (DS) have a direct effect on customer
satisfaction (CSAT). The quality of service content, site design, and information support
significantly affect the level of customer satisfaction, while surfing for hotel information and
promotion. The finding for H2 DS showed the highest direct effect on electronic service quality
(ESQ) and is positively significant. H3 indicated that ESQ has a direct effect on CSAT. ESQ has a
positive and significant impact on CSAT in several dimensions such as information, interactivity,
ease of use, and site design.

The result of H4 indicated that DS directly affect ERSQ with statistical significance. The
level of web efficiency, responsiveness, and contact ability via the website is the dimension that
affects ERSQ. The last finding for H5 indicated that ERSQ has a direct effect on CSAT with
statistical significance. Additionally, the influence of digital services through electronic service
quality and electronic recovery service quality on customer satisfaction can be depicted using
SEM (Figure 2). It shows that DS has a significant influence on ESQ (0.92), with DS having an
influence on ERSQ (0.88), ERSQ having an influence on CSAT (0.72), DS having an influence on
CSAT (0.15), and ESQ having an influence on CSAT (0.60).

o]

SA[0.52%%)

SAT (0.55*%)

H1B=0.15"

WOM (0.62*%)

15 (0.54") REI (0.62*%)

| RESP (0.62*%) ” CP (0.52%)

| CONT (0.60%)

Chi-Square=57.11, df=43, P-value=0.07339, RMSEA=0.028

Figure 2 Structural Model
Source: Authors’ Study

Additionally, our study has analyzed the effect of OTAs’ digital services on customer
satisfaction and the result reveals acceptance of all hypotheses. Nevertheless, digital services
(DS) merely show slight significant effect on customer satisfaction (CSAT) directly, but Electronic

Service Quality (ESQ) and Electronic Recovery Service Quality (ERSQ) show greater effect towards
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CSAT than DS alone. Therefore, we can conclude that OTAs digital services can impact customer
satisfaction when it works together with Electronic Service Quality and Electronic Recovery

Service Quality.

Table 2 The Result of the Impact of Digital Services on Customer Satisfaction

DS ESQ ERSQ
Variables R2
DE IE DE IE DE IE
ESQ 0.93%** - - - - - 0.87
ERSQ 0.89%** - - - - - 0.78
CSAT 0.15% 0.69*** 0.60** - 0.72%** - 0.81

Y%/df = 1.328, CFl = 0.991, GFI = 0.965, AGFI = 0.940, RMSEA = 0.028, SRMR = 0.016
Note: *** p < 0.01, **p < 0.05, *p < 0.1

Source: Authors’ Study

Table 3 Comparison of Demographic Dimension and Study Variables.

Demography Variables F-statistic
Gender Digital Services (DS) 297*
Electronic Service Quality (ESQ) 5.13%**
Electronic Recovery Service Quality (ERSQ) 9.15%x*
Customer Satisfaction (CSAT) 10.28%**
Age Digital Services (DS) 1.48
Electronic Service Quality (ESQ) 2.65%*
Electronic Recovery Service Quality (ERSQ) 0.87
Customer Satisfaction (CSAT) 1.56
Income Digital Services (DS) 0.74
Electronic Service Quality (ESQ) 0.81
Electronic Recovery Service Quality (ERSQ) 0.68
Customer Satisfaction (CSAT) 0.52
OTA platform Digital Services (DS) 1.50
Electronic Service Quality (ESQ) 0.73
Electronic Recovery Service Quality (ERSQ) 1.01
Customer Satisfaction (CSAT) 0.88

Note: * p < 0.10, **p < 0.05, ***p < 0.01
Source: Authors’ Study
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To look at the demography closely, we decided to test the significance between the
demographic dimension and the study variables. We applied the f-test ANOVA (see Table 5) to
explain the additional comparison. The findings revealed thus, gender has statistically significant
to all variables and age has a significance on electronic service quality (ESQ) only. It indicates
that gender differences could affect the use of digital services (DS), electronic service quality
(ESQ), electronic recovery service quality (ERSQ), and level of customer satisfaction (CSAT)
differently. Additionally, age differences affect the use of ESQ in a different story. Nevertheless,

there is no other significance between demography and variables.

Discussion

The study showed that digital services have a direct effect on customer satisfaction (H1)
which is consistent with the study in Pakistan, Hong Kong, and Indonesia (Raza & Umer, 2020;
Sharma et al., 2020; Taufik et al., 2021; Rahayu & Saodin, 2021). The quality of service content,
site design, and information support significantly affect the level of customer satisfaction, while
surfing for hotel information and promotion are consistent with Ranjbarian (2012). The hotel
occupancy situation and timely responses can also affect the level of customer satisfaction
(Andag et al,, 2016). Additionally, by surfing through the booking platform alone still not yet
encourage the satisfaction until the transaction takes place. Thus, consistent with the study in
Vietnam (Hao et al.,, 2015) which suggested that digital services have an indirect influence
towards customer satisfaction through electronic recovery service quality under the financial
transaction and booking security. Whilst digital services in terms of social media feedback can
indirectly influence customer satisfaction (Ashley & Tuten, 2015). The digital service has direct
effect on electronic service quality (H2). There are past studies whose results are consistent with
the study in Iran (Soleimani & Einolahzadeh, 2018) and Vietnam (Tran & Vu, 2019). The study
indicated the effectiveness of online services in the travel and tourism industry. Consumers
today can have unlimited, immediate access to a wide variety of online services offered by
agencies.

Electronic service quality has a direct effect on customer satisfaction (H3) in several
dimensions such as information, interactivity, ease of use, and site design which correspond with
the study of Surya and Saragih (2020) in Indonesia. The findings are also consistent with other
several scholars in India (Das et al.,, 2019) and Pakistan (Rahayu & Saodin, 2021; Raza & Umer,
2020). However, there is a contradiction to Taufik et al. (2021) whose study focused on online

marketing in Indonesia and the result revealed that electronic service quality has no significant
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effect on customer satisfaction. Nevertheless, in the hospitality industry we can conclude that
electronic service quality, particularly by OTAs, can affect customer satisfaction due to their
usage in hotel booking.

The findings also showed that digital services directly affect electronic recovery service
quality (H4). The level of web efficiency, responsiveness, and contact ability via the website is
the dimension that affects electronic recovery service quality which is consistent with the study
in Jordan (Al-dweeri et al., 2017) and Indonesia (Ulkhaq et al., 2019). Digital services could affect
the volume of queries, transactions, and online reviews which ultimately affect the performance
of electronic recovery service quality, this finding is consistent with the study in Georgia
(Khmiadashvili, 2019). The last finding indicated that electronic recovery service quality has a
direct effect on customer satisfaction (H5) and is consistent with Surya and Saragih (2020) and
Ulkhag et al,, (2019) whose finding in Indonesia had contributed that electronic recovery service
quality positively and significantly affect the customer satisfaction. The study in Turkey by Akinci
et al. (2010) revealed the same findings that responsiveness, compensation, and contact can be
taken as the underlying dimensions of electronic recovery service quality. Also, collided with
the approach by Parasuraman et al. (2005). The result from f-test ANOVA showed a connection
with structural equation modeling (SEM) in terms of age and gender as customer segments have
diverse viewpoints and satisfaction levels (Hao et al,, 2015). The SEM result showed digital
services plays slight significant effect on customer satisfaction, likewise, digital services also
presented smallest significant on gender differences.

In the contemporary landscape of hospitality study online travel agencies (OTAs) have
emerged essential intermediaries connecting customers with lodging accommodations via OTAs
platforms. Central to their operations are the digital services they provide, which have significantly
reshaped the dynamics of customer interaction and satisfaction within the realm of travel and
hospitality. OTAs' digital platforms serve as comprehensive repositories of information, offering
customers unparalleled access to a vast array of lodging options, amenities, and pricing structures.
Research indicates that the availability of such extensive and easily accessible information enhances
customer decision-making processes, enabling them to make more informed choices tailored to their
preferences and budgetary constraints (Chubchuwong, 2022). Consequently, the provision of
relevant content and responses through electronic service quality provided by OTAs fosters a sense
of empowerment among customers, thereby amplifying their satisfaction with the booking process
(Surya & Saragih, 2020). Moreover, the functionality of OTAs' digital services extends beyond mere

information dissemination to encompass features facilitating seamless transactional experiences. The
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electronic service quality enables ability to compare prices, view real-time availability, and complete
bookings with a few clicks, improving consumer convenience and speeding up the reservation
process (Chubchuwong, 2019; Nunkoo et al, 2020). Furthermore, OTAs' digital services play an
essential role in customer satisfaction by addressing concemns related to security, support, and
prompt response (Akinci et al., 2010; Weitzl & Hutzinger, 2017). Electronic recovery service quality by
OTAs integrates secure payment gateways, encryption protocols, and robust customer support
systems encourage confidence among users, assuring them of the safety and reliability during
transactions (Das et al., 2019). Moreover, the responsive nature of digital customer service channels
enables timely resolution of queries, complaints, or issues encountered during the booking or post-

booking stages, thereby fostering satisfaction on customers.

Conclusion

In the present online booking rivalry, customers would anticipate enhanced consistency
in terms of value and satisfaction from using online travel agencies (OTAs). Thus, we aimed to
study the effect of OTAs’ digital services on customer satisfaction. Today's OTAs must be able
to provide customers with quick, individualized service whenever they need it. Therefore, it is
crucial to understand the influence of digital services through electronic service quality and
electronic recovery service quality on customer satisfaction. The result indicated the model fit
and all hypotheses were accepted with positive significance. The influence of digital services on
electronic service quality presented the highest level. It indicates that customers are concerned
about the content of the OTAs platform, the information provided, and ease of use while visiting
for their online booking. Moreover, efficiency, privacy, system availability, and fulfillment are the
dimension that customers would expect. The measurement of electronic service quality and
electronic recovery service quality, which has the second highest direct effect, are
responsiveness, compensation, and contact ability. The influence of digital services through
electronic service quality and electronic recovery service quality on customer satisfaction
reveals a positive significance. Measurements of customer satisfaction are re-purchase intention,
electronic word-of-mouth (e-WOM), and overall satisfaction.

OTAs' success depends on customer satisfaction. Supporting customers with user-friendly
platforms may help OTAs evaluate consumer satisfaction. OTAs' digital offerings can benefit
customers. Customers rely on web page, site, application engagement and efficacy during their
online booking as well as contentious electronic recovery service quality which depends on the

OTAs rapid response and contact support during customers’ issues. Therefore, customer
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satisfaction must be associated with electronic service quality and electronic recovery service
quality as they offer customer support prior to, during, and after the booking, and must be very
effective in several areas, including information, transactions, efficiency, and privacy protection.
In addition, OTAs may facilitate currency transactions for foreign bookings, as most direct booking
websites demand host country currency. According to the study, OTAs should prioritize hotel
room and service information, quality, and security during bookings. OTAs may need a digital
services plan with accurate information, current vacancy information, and an easy-to-use
platform. OTAs can also use the data to track customer and guest online transaction behavior,
improve, and make informed choices. The study found that consumer satisfaction depends on

security and convenience, therefore OTAs may verify transaction security.

Suggestions

This study can show Thailand's digital literacy situation. The result shows that customers
may expect digital services to meet their satisfaction. The ability to obtain the least digital
literacy may affect intimate expectations, which showed that customers expect more from
electronic service quality and electronic recovery service quality and are satisfied with OTAs
when they are good with their service at the time of booking. The nature of Thai customers is
sensible. They demand accurate information and service before booking, during decision-making,
and after booking along with privacy and security. Our findings can help OTAs plan and insist on
service-related information to support customer expectation.

Apart from our findings, limitation of the study must be addressed. First, this study only
covers Thailand. Although, data were acquired from samples, we cannot apply the findings to
all Thai customers. Second, the study focusses on Thai customers, therefore, finding and
explanation is limited to one region. OTA customers are global thus, their expectations are
diverse. Recent customer experience may be compared to customer satisfaction in future
discussions. Customer satisfaction, similar to the study, is important for assessing OTAs’ success,
but customer experience may set boundaries or provide knowledge that helps OTAs and other

service providers adapt differently and rapidly to serve them in the future.
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ABSTRACT

The purpose of this research is to study the technological changes in Chonburi Province
that affect its economic growth and analyze the factors determining those changes. Historical
annual data from 1993 to 2022 are used in the quantitative analysis along with an econometric
model in the form of a complex multiple regression equation. The findings of this study reveal
that technological change has had a positive impact on the economic growth of Chonburi
Province, with the total economic sector achieving 0.0142% with differences in each production
sector. However, the production sector exhibited the highest rate of technological change, notably
within the utilities, mining, and sanitation sectors. This was followed by commerce, the handicraft
industry, warehouse transit, and the transportation sectors. The agriculture, forestry, hunting, and
fishery sectors, as well as the metal and non-metallic mining sectors, followed respectively.
However, the manufacturing sector, along with the public construction-repair and demolition
sector experienced change in the negative direction. In terms of the factors affecting the change
in growth of the economic sector as a whole and every branch of production, capital factors were
found to have a greater effect than labor factors. When analyzing the influence of factors that
determine technological change, each production sector experienced different effects. Research
and development expenditure at the national level was found to have the most significant
relationship in the same direction as the factors promoting investment in Chonburi Province.
In contrast, a significant relationship in the opposite direction was revealed with the value of
output not only in the economic sector as a whole but also in each sector of production.
Therefore, this research provides recommendations to the government and related agencies by
highlighting the necessity for workers with a high level of education. Besides technology
development, national value of machinery imported from abroad in each production sector
should be emphasized to harness benefits and supporting foreign direct investment and domestic
entrepreneurs.

Keywords: Growth Model, Technological Changes, EEC
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Background and Significance of the Research Problem

Thailand has a plan for the continuous development of the agricultural, industrial, and
service sectors. There is a guideline for driving the country through the agricultural sector and
the abundance of natural resources, including biological diversity. There are also guidelines for
the development of light industry to replace imports from abroad. This will be followed by the
development of heavy industries that focus on production for foreign exports, such as
electronics, petrochemicals, automobiles, and their various components. Thailand faces three
obstacles that have accumulated over a long period and affect the economic development of
the country. These are the Middle-Income Trap, the Inequality Trap, and the Imbalance Trap
under the Thailand Development 4.0 framework and the Ministry of Industry by the Office of
Industrial Economics. Therefore, the 20-year Industrial Development strategic plan of Industry 4.0
(2017-2036) has been created with the vision “Towards an industry that is driven by intelligence
and linked to the global economy”. One way to achieve this is to push for the development of
the Eastern region by establishing the Eastern Economic Corridor (EEC), which consists of the
Chonburi, Rayong, and Chachoengsao Provinces.

The main objective of the EEC project is to further the development of the Eastern
Seaboard area, known for over 30 years as the Eastern Seaboard. Certain industries have been
targeted for promotion with the aim of creating concrete investment by increasing infrastructure
and public utilities to enhance Thailand’s potential to support investment and the development
of economic activities and facilitate activities in various areas. These include human resource
development and systematizing technology accumulation for the country’s sustainable future.

This study focuses only on Chonburi Province since it is one of the areas designated for
promotion according to the national development framework of the Thailand 4.0 plan. The
economy of Chonburi Province is showing continuous growth, with its industrial production index
expanding from 2.1% in 2018 to 7% in 2019. After shrinking by -4.3% in 2020 during the COVID-
19 crisis, it then increased again by 7.4% and 3.3% in 2021 and 2022, respectively (The Chonburi
Province Office of the Comptroller General, 2023). In parallel, the development of modern
technology and innovation has increased the management efficiency of Laem Chabang and
Sattahip Ports. Infrastructure development, science, technology, and innovation provide support
for technology transfer both domestically and abroad. Furthermore, the development of
personnel in science, education, technology, and innovation helps to increase the output value
of the industrial sector. Therefore, the researcher has chosen the period from 1993 to 2022 to

study changes in technology and the factors determining such changes in Chonburi Province.
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Research Objectives
1. To study the changes in technology in Chonburi Province affecting the economic
growth of Chonburi Province.

2. To analyze the factors determining the changes in technology in Chonburi Province.

Scope of Research

Study Period: To determine and analyze the factors affecting technology changes in
Chonburi Province, secondary data were used in this study, namely annual data from 1993 to
2022 (30 years). These data included the value of gross provincial product of Chonburi Province
(GPP) according to annual prices (Y), capital resources used in the production of national products
(K) (obtained from the Office of the National Economic and Social Development Council), and the
total number of workers in Chonburi Province (L) (obtained from Chonburi Provincial Statistical
Office). The economic system and each sector of production were included in the analysis. The
data gathered for this study included the number of workers with a high school education or
higher in Chonburi Province (EDU) (Chonburi Provincial Statistical Office), Cost National Research
and Development Payment (R&D) (National Research Council of Thailand), National Technology
and Patent Fee (PATENT), National Foreign Direct Investment (FDI), national inflation rate (IR) (Bank
of Thailand), National Foreign Machinery Import Value (MACHINE) (Department of Trade
Negotiations), Chonburi Province Investment Promotion (BOI), and the trade value of Chonburi
Province (TRADE) (The Chonburi Provincial Office of the Comptroller General).

Scope of the Study: The changes in technology were analyzed from Solow’s production
function, defined in the form of a natural logarithm equation by analyzing the results of the
growth rate in various factors affecting the production process, the number of workers, supplies,
and technology. In addition, the effects of changes in technology and the relationship between
output and production factors used in the production process in Chonburi Province were also
emphasized. As for the factors that determine technology in Chonburi Province, the overall
economic sector and each branch of the production sector have been analyzed using complex
multiple regression equations. These factors include the number of workers with a high school
education or higher in Chonburi Province (EDU), Cost of National Research and Development
Payment (R&D), National Technology and Patent Fee (PATENT), National Foreign Machinery
Import Value (MACHINE), Chonburi Province Investment Promotion (BOI), National Foreign Direct
Investment (FDI), the trade value of Chonburi Province (TRADE), and national inflation rate (IR),

to examine the relationships among various factors affecting technological change in Chonburi Province.
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In this studly, it is assumed that the variable capital resources used in the production of
national products (K), Cost of National Research and Development Payment (R&D), National
Technology and Patent Fee (PATENT), National Foreign Machinery Import Value (MACHINE),
National Foreign Direct Investment (FDI), and national inflation rate (IR) are equal to the Chonburi
provincial data because such data has not yet been collected for each province. Upon reviewing
the related concepts, theories, and research, various factors were found to affect economic

growth and technological change in Chonburi Province.

Theoretical Background and Literature Review

Economic growth through Keynes’ Macroeconomics model. Factors affecting economic
growth include world oil prices, interest rates, inflation rate, and unemployment rate. Under the
assumption that there is no labor supply limit, output can be increased without a rise in price, and
the marginal productivity of capital factors is constant. Therefore, each additional unit of capital
increases output by the same amount since labor keeps the capital/labor ratio constant (Mali, 2015).

Harrod-Domar stated that the rate of productivity growth is directly proportional to savings,
and the capital-output ratio remains constant. This shows that the change in output is proportional
to the change in the amount of capital inputs and gives importance to savings and capital
accumulation. This is considered an important factor since it results in an increase in the country’s
total output and pushes the economic system to grow. (Santipholwut, 2015).

Robert Solow (1957) improved the Harrod-Domar model by adding labor factors and
technology considerations to the growth equation. Although Solow’s model describes developed
countries better than developing countries, it still paints a clear picture of economic growth and
development. The model suggests that different economies can reach the same level of income
by specifying that savings, depreciation, labor growth rate, and the growth in productivity are all
the same. Therefore, the Solow model is the main basis for explaining the interaction of two
different economies (Santipholwut, 2015; Wangsukij, 1996).

Ayres (1883) proposed that the key factor in the economic development of developed and
developing countries depends on technology and social pattern system. This is because
technology comes from the collaboration between people and tools. The tools that people use
in technological progress emanate from invention and human discoveries. Therefore, Ayres
believes that technological progress and economic development are one and the same; if there

is no technological progress, economic development cannot occur. (Tohsa, 2005)
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Schumpeter (1934), an authority on innovative business strategy, created the theory of
Creative Destruction with the idea that entrepreneurs must find ways to use innovative
technology in the production process, service, or the innovation of a new product to create
business benefits for an organization. Specifically, innovation can make the organization
profitable as a monopoly and gain a competitive advantage, but there may also be investors
who try to copy other people’s technology or modify and develop it further, creating new

innovations all the time. (Aujirapongpan et al., 2010; Santipholwut, 2015).

Romer (1986) and Lucas (1988) emphasised that technological progress is not an external
factor but an internal factor that affects economic growth. It is necessary to spend on research
and development to acquire new knowledge because it is an important driver of growth and
helps raise the level of production (Wangsukij, 1996).

The rate at which technology is catching up is influenced by external factors, such as
foreign direct investment and research and development expenses. Additionally, social
capability factors act as policy determinants, while educational factors foster the development
of skilled workers’ expertise, facilitating their learning of the production process. As a result,
each factor contributes to an increase in total output and the development of technology
(Wangsukij, 1996). Promoting investment in establishments has a very important effect on
increasing productivity. This is an incentive for private investors, both domestic and foreign, to be
interested in investing and moving production bases. Imports of modern machinery and large
amounts of money flow into the country, causing its GDP to increase (Rattanakiyont, 2015).

Macroeconomic factors include the exchange rate, basic GDP, and Lao trade value, which
determines the direct investment from Thailand to the Lao People’s Democratic Republic. The
government of the Lao People’s Democratic Republic should reduce barriers to international
trade. There are measures to stimulate strong economic development and reduce investment
barriers for Thai investors in exchange for assistance in improving production efficiency and training
in labor skills from experts in Thailand (Wattanakul and Watchalaanun, 2016).

Technological changes have a positive impact on Thailand’s economic growth, not only
for the overall economy but also for each production sector. Changes in technology cause
output to increase at different rates in various fields of production. For example, the number of
workers with a high school education and above has a positive influence on technological
change. In contrast, direct investment from abroad and research and development costs have

a negative influence on technological change for the overall economic sector as well as most



Effect of Technological Change on Economic Growth in the Eastern Economic 133

production sectors. In addition, technological change is measured by the value of machinery

and equipment used in research and development. (Tohsa, 2005; as cited in Kasrisom).

Research Methodology

Upon reviewing the concepts, theories, and various related research, the concept applied

in this study aligns with the stated objectives, as shown in Figure 1.

Study changes in technology that affect to

the economic growth of Chonburi Province.

+
v

1. Gross provincial product of Chonburi

Province (Y)
2. Capital resources used in the
production of national products (K)

3. Total number of workers in Chonburi

Province (L) 1

Cobb-Douglas production function
equations for the manufacturing industry.
Y = T,LeKP
Can be put in logarithmic form as follows.
NY=nT+InL+PInK
ry=rr+arg,+Brg
rr=ry-oary-Brg

(Solow Residual) (I'T is represented by TECH)

Factors affecting technological change
1. Number of workers with a high school education or
higher in Chonburi Province (EDU)
. Cost National Research and Development Payment (R&D)
. National Technology and Patent Fee (PATENT)
. Value of importing machinery from abroad (MACHINE)

2
3
4
5. Chonburi Province Investment Promotion (BOI)
6. National Foreign Direct Investment (FDI)

7. Trade value of Chonburi Province (TRADE)

8

. National inflation rate (IR)
1

N B

v
Regression Analysis
TECH; = ¢y + d{EDU; + d,R&D; + d3;PATENT; +
d,MACHINE; + d5BOI; + dgFDI; +
d,TRADE; + dg IR; + ¢

1

v
Analyze the factors that determine changes in

technology in Chonburi Province.

Figure 1 Conceptual Framework

Source: Author’s Study

From the research concept, the production function is set in the form of the following

natural logarithm:

Y = TL*KP (1)
Where
Y is the gross provincial product of Chonburi Province (million baht)

is the technology used in production

—r X

is the capital assets used in production in Chonburi Province (million baht)

is the total labor force used in producing products in Chonburi Province (people)
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O s the elasticity of output with respect to labor

[3 is the elasticity of output with respect to capital
The changes in technology affecting the economic growth of Chonburi Province in the

manufacturing industry are for each production sector, as shown in Equation 2.
Y; = T,LeKP 2)
From Equation (2), it can be in logarithmic form as follows.

InY =InT + alnL + BInK (3)

Find the derivative of Equation (3) with respect to time.

1dy _ 14T o1dl 1K @
Ydt Tdt L dt K dt
dYy 5 dT - dK 3
when giving prl Y, prl L, T K will get
Y T L K AY AT AL AK
§_E+aE+BE OI’?—?-FO(T-FB? (5)
or
ry=rr+oar,+prg (6)
rT=rY-(XI‘L-BI‘K (7
Where
Iy is the rate of change in output or total income of Chonburi Province (AY/Y)
It is the rate of change in technology and other factors besides L
and K of Chonburi Province, also known as “Solow’s Residual” (AT/T)
Iy, is the labor change rate (AL/L) of Chonburi Province
9% is the capital change rate (AK/K) of Chonburi Province

From Equation (1), when ot and B are known through the least squares analysis technique,
then substitute the values obtained in Equation (7) to measure the rate of technological change
affecting the output of the overall economic sector and output of the production sector. Given
the known rate of change in total output or the output in each branch of production (ry), the
rate of change in the number of workers (I'7,), and the rate of change in capital (I'g) in both the
overall economic system and each production sector in Chonburi Province, it is possible to
calculate the rate of technological change (I'r) for the province. In terms of analyzing the factors
determining technological changes in Chonburi Province, econometric models can be used in

the complex multiple regressive equations as follows.
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In terms of analyzing the factors determining the technological changes in Chonburi Province,
econometric models can be used in the complex multiple regressive equation as follows.

To find the rate of technological change in Chonburi Province (TECH), the value from
Equation (7) is the rate of change in technology and other factors. In addition to the number of

workers (L), capital resources (K) or “Solow’s Residual” (AT/T) or r
TECH = a, + b, EUD + b,R&D + b;PATENT + b, MACHINE + b;BOI +
bgFDI + b, TRADE + bgIR + £ (8)

and in the model section for each production industry group in the complex multiple

regressive equations
TECH; = ¢, + d,;EUD; + d,R&D; + d;PATENT; + d,MACHINE; + dsBOI; +

dgFDI; + d, TRADE; + dg IR; + ¢ 9)
Where
TECH is the rate of change in technology and other factors or rt in Equation (7)
EUD is the number of workers with a high school education or higher in
Chonburi Province (people)
R&D is the national research and development expenditure (million baht)

PATENT is the national technology and patent fee (million baht)

MACHINE is the national value of machinery imported from abroad (million baht)

BOI is investment promotion in Chonburi Province (million baht)

FDI is foreign direct investment at the national level (million baht)

TRADE is the trade value of Chonburi Province (million baht)

IR is the national inflation rate (IR)

Ay, Co are constant values

by, b,, ..., bg are coefficients

dy, d,, ...,dg are coefficients

i is each production sector

€ is the error that cannot be explained by the regression equation

Data Collection: Relevant secondary data sources were obtained from various agencies

such as the National Economic and Social Development Board, Bank of Thailand, National
Statistical Office, Research Policy and Planning Division, National Research Council of Thailand,
Trade Economic Information Center, Department of International Trade Negotiations (Department of
Commercial Economics), Chonburi Provincial Statistical Office, Chonburi Provincial Treasury Office,

Laem Chabang Port Customs, and Map Ta Phut Customs House.
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Data Analysis: The analysis was divided into two parts: descriptive analysis and
quantitative analysis, with two objectives. The first objective is to study the changes in
technology affecting the economic growth of Chonburi Province by determining the production
function using a natural logarithm and Ordinary Least Squares (OLS) analysis. The other is to
analyze the factors determining the technological changes in Chonburi Province and the
function of technology due to various factors in the model using econometrics, the complex
multiple regression equation (complex multiple regression), and the data for the period from
1993-2022 to encompass the various crises that occurred during the period under study. The
dummy variables in the equation are: Tom Yum Kung crisis, Thailand's Great Flood of 2011,

Hamburger Crisis, and COVID-19 pandemic.

Results
1. According to 1% objective: to study the technological changes in Chonburi
Province affecting its economy

From Table 1, the complex multiple correlation values (R?) for the overall economic
sector reveal that the capital stock used in the production of goods in Chonburi Province (K)
and the total number of labors used in the production of goods in Chonburi Province (L) can
explain the change in the GDP of Chonburi Province at 98.8401%, with statistical significance at
the 99% confidence level. The section on production explains the change in the GDP in each
sector. The best production sector in Chonburi Province is commerce, followed by service,
utilities and sanitation, warehouse transit and transportation, handicraft industry, metal and non-
metallic mining, agriculture and forestry, hunting and fishery, and finally, construction-repair and
demolition, respectively. All these have a statistically significant relationship at the 99 %
confidence level for all variables. Durbin-Watson (DW) values fall into the range where the
tolerance value has no relationship with ego (autocorrelation).

An analysis of the production function in Chonburi Province revealed that the change
in output value can be explained by the capital factors used in production. Furthermore, the
number of workers used in production in Chonburi Province is more than 90%, demonstrating
that the production factors can appropriately explain changes in output. When considering the
coefficient of production factors in the application of capital factors for the production of goods
and the number of workers used in production, the production of the overall economic sector
was found to be affected. The factor of capital resources used in the production of goods in

Chonburi Province was higher than the number of labor units used in the production of goods.
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Furthermore, the production sector was found to have a coefficient of production factors in the
application of capital factors. The capital used in production in Chonburi Province is higher than
the number of labor units used in production in Chonburi Province for the following sectors:
utilities and sanitation, warehouse transit and transportation, handicraft industry, metal and non-
metallic mining, agriculture and forestry, hunting and fishery, and construction-repair and
demolition. It follows the Lucas concept (Tohsa, 2005) in that the capital and labor factors result
in long-term economic growth and the concept proposed by Adam Smith (Wangsukij, 1996)
whereby capital and labor factors are important in allowing the expansion of the economic system.
Changes in capital and labor factors were found to have an impact on GDP and the commerce
sector, while the number of labor units used in production in Chonburi Province was higher than
the factor of capital supplies used in the production of products because the number of workers
plays a more important role in increasing the productivity of the commerce sector than capital

products.

Table 1 Analysis of Factors Affecting the Growth of the Overall Economic Sector and Each

Production Sector in Chonburi Province

Regression Coefficient

Constant/ Overall Agriculture and Metal and Handicraft Construction-

Independent economic forestry, hunting  non-metallic industry repair and
Variable sector and fishery mining sector sector demolition

sector sector

Constant -24.5303 -2.7408 -13.1394 6.9813 -8.3147
(-4.3891) (2.1831) (-7.8930)*** (0.7211) (-1.8661)*

K 2.0784 0.7528 1.5687 0.5719 1.2835
(5.2792)* (7.6524) *** (12.3268)*** (1.4812)* (3.8983)***

L 0.1317 0.1029 0.0060 -0.0391 0.0094

(0.6678) (0.9220) (0.1945) (-0.5014) (0.0518)

R? 0.9884 0.9051 0.9440 0.9704 0.9020

Adjusted R? 0.9848 0.9076 0.9341 0.9668 0.9010
F 710.0939%** 51.2272%%* 95.6135%** 273.2630%** 31.0379%**

D.W. 1.9705 2.0792 2.2371 1.5158 2.1226

N 30 30 30 30 30
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Table 1 (Continued)
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Regression Coefficient

Constant/ Utilities and Warehouse transit Commerce Service sector
Independent sanitation sector and transportation sector
Variable sector
Constant 9.0186 -15.5110 11.6339 -3.2637
(0.6533) (-3.5191)** (2.5625) (-0.4132)
K 0.1465 1.5846 -0.0693 0.9647
(0.1612) (5.4904)*** (-0.2548) (2.0602)*
L -0.0254 0.1449 0.1086 0.0187
(-0.5614) (1.1465) (1.3686)* (0.1520)
R? 0.9732 0.9727 0.9841 0.9808
Adjusted R? 0.9700 0.9681 0.9822 0.97766
F 303.6588*** 213.8019*** 517.2623*** 306.8981***
D.W. 1.6991 1.6155 1.5770 1.5192
N 30 30 30 30

Note: Numbers in parentheses are t-statistics values.
xxx *x % s statistical significance at the 99, 95, and 90 percent confidence levels, respectively.

Source: Author’s Calculation

When considering the overall economic sector and most production sectors, it was found
that the factor having the greatest influence on the level of output was the capital resources
used in the production of goods in Chonburi Province, followed by the number of labor units
used in production. In other words, the capital factors used in the production of goods make a
greater contribution to the rise in productivity of the overall economic sector and every branch
of production than the number of workers used in production. Moreover, an increase in the
capital factors used in the production of goods results in a rise in the productivity of Chonburi
Province according to the concept of Solow (Tohsa, 2005; Santipholwut, 2015; Wangsukij, 1996)
in that the evaluation of the coefficient contributes to economic growth so the value of all
output depends on both capital and labor factors.

In Table 2, the rate of technological change is analyzed using Equation (7) with Solow’s

Residual value of the output from the overall economic sector and each production sector. The

rate of technological change in the overall economic sector was revealed to be 0.0142 in the
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positive direction, while the production sector exhibited the highest rate of technological
change. The rate of change for the utilities and sanitation sector was 0.1229, followed by
commerce, handicraft industry, service, warehouse transit and transportation, agriculture and
forestry, hunting and fishery and metal and non-metallic mining sectors, technological change
rates equal to 0.0831, 0.0575, 0.0394, 0.0289, 0.0180 and 0.0092, respectively. This demonstrates
the rate of change in technology in the positive direction, causing the output to increase in
different ratios according to the particular production sector (Petprasert, 2003; Aujirapongpan et
al, 2010). The construction-repair and demolition sector exhibited a rate of change in the
negative direction equal to -0.0264. This shows that changes in technology or its continued use

affected the output of each production sector.

Table 2 Analysis Results Showing the Rate of Change in Technology and Its Effect on the Output

of the Overall Economic Sector and Each Production Sector from 1993 to 2022.

Rate of Rate of Rate of

Production Sectors change in changein changein

labor capital technology
Overall economic sector 0.0792 0.0233 0.0142
Agriculture and forestry, hunting and fishery sector -0.0081 0.0431 0.0180
Metal and non-metallic mining sector 0.4165 0.0493 0.0092
Handicraft industry sector 0.0717 0.0494 0.0575
Construction-repair and demolition sector 0.0322 0.0498 -0.0264
Utilities and sanitation sector 0.2674 0.0459 0.1229
Warehouse transit and transportation sector 0.0375 0.0430 0.0289
Commerce sector 0.0803 0.0068 0.0831
Service sector 0.0253 0.0304 0.0394

Note: Equation (7) the rate of change in technology and other factors besides L and K of
Chonburi Province, also known as “Solow’s Residual” (AT/T)

Source: Author’s Calculation

2. According to 2" objective: to analyze the factors determining the technological

changes in Chonburi Province

From Table 3, the analysis results for the factors determining the technological change
in Chonburi Province as a whole revealed that it had a positive influence on the following: the
number of workers with an upper and lower secondary school education, national research and

development expenses and national direct foreign investment. Factors with a negative influence
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on technological change included the value of machinery imported from abroad at the national
level, investment promotion of Chonburi Province, national technology and patent fees, trade
value of Chonburi Province and the national inflation rate. As for the factors having both a
positive and negative influence on technological change in each production sector, the findings
reveal that the number of workers with lower and upper levels of secondary school education
in Chonburi Province experienced technological change in a positive direction in the metal and
non-metallic mining, handicraft industry, and warehouse transit and transportation. In other
words, if the number of workers with a high school or higher education level increases, this
results in a corresponding rise in the rate of technological change, according to Robert Solow
(1957) (Santipholwut, 2015; Wangsukij, 1996). Furthermore, a rise in the level of education results
in an increase in the level of technological development and an expansion of production both
in the economic sector overall and the production sector (Tohsa, 2005). In contrast, the
following sectors experienced a negative effect from technological change: construction- repair
and demolition, utilities and sanitation and service. And the sectors that do not analyze number
of workers with a high school education or higher in Chonburi Province in the model: agriculture
and forestry, hunting and fishery, and commerce.

The national research and development expenses exhibiting technological change in a
positive direction included agriculture and forestry, hunting and fishery, metal and non-metallic
mining, handicraft industry, and utilities and sanitation. In other words, increased research and
development costs cause a rise in the rate of technological change according to the idea
proposed by Joseph Schumpeter (1934) (Aujirapongpan et al., 2010; Santipholwut, 2015) that
technological progress occurs continuously with investment in research and development. The
findings of this current study reveal that technology is determined by the internal factors arising
from research and development expenditure (Wangsukij, 1996). The sectors negatively affected
by technological change include construction-repair and demolition, warehouse transit and
transportation, commerce, and service.

The national technology and patent fees were positively affected by technological
change in the following sectors: agriculture and forestry, hunting and fishery, utilities and
sanitation, warehouse transit and transportation, and service. In other words, as the number of
patents increases, so does the rate of technological change according to the concept of Clarence
Ayres (1883) (Tohsa, 2005), who found that technological change results from scientific discovery,
research, experimentation, and innovation. The sectors negatively affected by technological

change include construction- repair and demolition. And the sectors that do not analyze
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national technology and patent fees in the model: metal and non-metallic mining, handicraft

industry, and commerce.

The value of machinery imported from abroad at the national level is positively affected
by technological change in the following sectors: service sectors. In other words, as the value
of machinery imported from abroad increases so does the rate of technological change. The
application of technology in other areas relies on the ability to bring technological knowledge,
innovation, machinery, and production techniques from foreign countries and apply them to
local conditions, according to the research conducted by Janya Tohsa (2005). In contrast, the
utilities and sanitation sectors, are negatively affected by technological change. And the sectors
that do not analyze value of machinery imported from abroad at the national level in the
model: agriculture and forestry, as well as hunting and fishery, metal and non-metallic mining,
handicraft industry, construction-repair and demolition, warehouse transit and transportation,
commerce, and service.

The promotion of investment in Chonburi Province is positively affected by technological
change in the following sectors: construction- repair and demolition, utilities and sanitation,
commerce, and service. In other words, increasing investment in promotion results in an increase
in the rate of technological change. Thawatchai Rattanakiyont (2015) found that investment
promotion is a very important incentive for private sector investors both nationally and
internationally, especially with the movement of production bases. Importing modern machine
tools causes a rise in GDP (Rattanakiyont, 2015). The sectors negatively affected by technological
change include agriculture and forestry, hunting and fishery, metal and non-metallic mining, and
Handicraft industry. And the sectors that do not analyze promotion of investment in Chonburi
Province in the model: warehouse transit and transportation sector.

Foreign direct investment at the national level is positively affected by technological
change in the following sectors: handicraft industry, construction-repair and destruction, and
Utilities and sanitation. In other words, an increase in foreign direct investment at the national
level results in a rise in the rate of technological change. According to Joseph Schumpeter (1934)
(Aujirapongpan et al., 2010; Santipholwut, 2015), international research, development, and the
diffusion of technology takes the form of trade and foreign direct investment. New innovations
are being invented and developed all the time by entrepreneurs, according to the research by
Chaiyawut Wangsukij (1996). Sectors negatively affected by technological change include metal

and non-metallic mining, warehouse transit and transportation, and commerce. And the sectors
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that do not analyze foreign direct investment at the national level in the model: Agriculture
and forestry, hunting and fishery and Service.

The trade value of Chonburi Province is positively affected by technological change in
the following sectors: construction- repair and demolition, utilities and sanitation, commerce,
and service. According to the concept of Joseph Schumpeter (1934) (Aujirapongpan et al., 2010,
Santipholwut, 2015), international trade increases technological development. Copying occurs
in order to modify and invent new innovations, including their application in the production
process. This accords with the research by Thanet Wattanakul and Thanawat Watchalaanun
(2016), who found that trade value has an effect on domestic investment and the development
of technology within the country (Wattanakul and Watchalaanun, 2016). The sectors negatively
affected by technological change direction include the handicraft industry sector. And the
sectors that do not analyze trade value of Chonburi Province in the model: agriculture and
forestry, hunting and fishery, metal and non-metallic mining, and warehouse transit and
transportation.

The national inflation rates are positively affected by technological change in the
following sectors: agriculture and forestry, hunting and fishery, utilities and sanitation, warehouse
transit and transportation, and commerce. In contrast, the sectors negatively affected by
technological change include metal and non-metallic mining, handicraft industry, utilities and
sanitation, and construction- repair and demolition. In other words, inflation affects economic
growth through Keynes’ Macroeconomics model as well as technological changes. When
inflation decreases, the rate of technological changes increases, resulting in increased
productivity as well (Mali, 2015). And the sectors that do not analyze national inflation rates in

the model: Service sector.
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Table 3 Analysis of Factors that Determine Technological Change in the Overall Economic

Sector and Each Production Sector in Chonburi Province.

Regression Coefficient

Constant/
Overall Agriculture and Metal and Handicraft Construction-
Independent
economic forestry, hunting non-metallic industry repair and
Variables
sector and fishery sector ~ mining sector sector demolition sector
Constant 58.0058 -9.4150 24.4084 -2.0535 41.830
(2.2946)* (-0.8196) (2.2264)* (-0.3914) (1.9220)
EDU 1.1757 N/A 0.0858 1.7595 -5.9082
(1.3901) (N/A) (0.4047) (2.7648)** (-3.4469)**
R&D 2.1668 0.0042 0.9893 0.2867 -0.4538
(2.9135)** (0.0145) (2.6537)** (1.3081) (-0.6646)
PATENT -2.2602 1.1423 N/A N/A -3.0658
(-2.1555)* (1.7672)* (N/A) (N/A) (-1.5833)
MACHINE -2.2620 N/A N/A N/A N/A
(-0.9791) (N/A) (N/A) (N/A) (N/A)
BOI -2.2699 -0.5497 -2.1633 -0.8669 3.0787
(-2.5366)** (-0.6654) (-2.6610) (-3.0181)*** (2.1995)*
FDI 0.9191 N/A -1.1284 0.0564 1.7074
(1.1996) (N/A) (-2.1609)* (0.1921) (2.7789)**
TRADE -2.1013 N/A N/A -1.0489 0.0716
(-3.3670)** (N/A) (N/A) (-4.4543)%** (0.1284)
IR -0.8896 0.2810 -0.6485 -0.3542 -0.1110
(-2.7436)** (1.3572) (-2.1408)* (-1.9989)* (-0.2098)
R? 0.8285 0.5263 0.7220 0.7751 0.8472
Adjusted R? 0.5713 0.3109 0.3885 0.6178 0.6027
F 3.2216*** 2.4443%** 2.1652%** 4.9257*** 3.4657***
D.W. 2.2928 2.4953 2.2147 24722 2.3692
N 30 30 30 30 30
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Table 3 (Continued)
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Regression Coefficient

Constant/
Warehouse transit
Independent Utilities and Commerce
and transportation Service sector
Variables sanitation sector sector
sector
Constant -10.1938 -60.8292 -7.4829 -2.1456
(-1.0265) (-2.1983)* (-2.0294)* (-2.5814)**
EDU -1.1544 2.9548 N/A -0.0257
(-2.0055)* (-1.8888) (N/A) (-0.4064)
R&D 0.0164 -1.7162* -0.4729 -0.0985
(0.0422) (-2.1704) (-2.7963)*** (-4.1386)***
PATENT 0.6245 5.4794 N/A 0.0989
(0.7764) (2.3646)** (N/A) (1.7743)*
MACHINE -1.5720 N/A N/A 0.0617
(-2.3244)** (N/A) (N/A) (1.0946)
BOI 1.3879 N/A 0.5686 0.0474
(2.6631)** (N/A) (1.9340)* (1.3041)
FDI 0.8123 -1.9356 -0.1258 N/A
(2.5927)** (-2.2692)** (-7.096) (N/A)
TRADE 0.4015 N/A 0.3576 0.0791
(1.0945) (N/A) (1.5996)* (2.2418)**
IR 0.0583 0.7040 0.2881 N/A
(0.2205) (1.9706)* (1.7813)* (N/A)
R? 0.7517 0.6376 0.6817 0.5336
Adjusted R? 0.5655 0.3658 0.5543 0.35970
F 4.0347%** 2.3460%** 5.3544%%* 3.5970***
D.W. 2.4092 2.1580 2.3041 2.4461
N 30 30 30 30

Note: 1. Numbers in parentheses are t-statistics values.

2,00 *x % s statistical significance at the 99, 95, and 90 percent confidence levels, respectively.

3. N/A means that the variable is not included in the model.

Source: Author’s Calculation
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Discussion

When analyzing the rate of technological change with Solow’s Residual output value of
the overall economic sector and each production sector, the rate of technological change in
the overall economic sector was found to be in the positive direction, with the production
branch having the highest rate of technological change. The utilities and sanitation sector
exhibited the highest rate of change, followed by commerce, handicraft industry, service,
warehouse transit and transportation, agriculture and forestry, hunting and fishery, and metal
and non-metallic mining sectors, respectively. This results in the rate of change in technology
being in a positive direction, causing output to increase in different ratios according to the
production sector. The construction-repair and demolition sector experienced a rate of change
in the negative direction. This demonstrates that changes in technology or its continued use
decrease the output of each production branch.

The results of the study revealed that changes in technology affected the economic
growth of Chonburi Province. The whole economic sector and each production sector tend to
have the greatest influence on the level of output. Capital resources used in the production of
goods were found to have the greatest influence, followed by the number of labor units used
in the production of goods. In addition, the overall economic sector and each production sector
use more resources in producing goods than the labor units used in production.

The analysis of factors determining technological change revealed that the effects of
technological change were different for each production branch, but the overall economic
sector and most production sectors used national research and development expenditure at
the national level, demonstrating a relationship mostly in the same direction. Since Chonburi
Province has numerous establishments and industrial estates, it is a significant production base
for export and trade within the country. The national research and development expenditure
has increased, resulting in Chonburi Province receiving modern technology to improve and
develop production techniques, including the ability to produce. Therefore, this results in the
level of technology increasing and investment promotion in Chonburi Province having the most
negative relationship with both the overall economic sector and production sector. In other
words, as investment promotion in Chonburi Province increases, the rate of technological
change is likely to decrease. This shows that the investment promotion of Chonburi Province
does not covertly come in the form of technology. Chonburi is one of three provinces that have
been developed in the Eastern Special Development Zone. It has therefore been determined
that the automotive, electronic, construction, logistics, food processing, and petrochemical and

plastics industries in the area of Amata Nakorn Industrial Estate, Laem Chabang Industry, and
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Amata City Chonburi Industrial Estate have the highest growth potential for becoming the main

industrial center of the country.

Suggestions

Suggestions for Application of the Research Results: The analysis of technological
change in Chonburi Province shows that the lowest rate of change was experienced by the
construction-repair and destruction sector in a negative direction. This sector was found to have
had no development in technology, innovation, or new inventions to help increase its
productivity. Instead, capital and labor factors were used as the main determinants. The
government should support the development, innovation, and research or study the technology
from abroad. To enhance productivity, reduce time, and increase efficiency in the industrial
sector, financial support, tax assistance, or investment promotion should be provided.

Analysis of the factors involved in technological change revealed that greater attention
should be paid to workers with higher education since this is important for improving and
developing production techniques. Improving the production process and inventing new
technology would increase the value of products in the overall economic sector and each
production sector. In addition, technological changes in the agriculture and forestry, hunting,
and fishery sectors have helped to improve production techniques. Greater attention should be
paid to developing these sectors because they represent the original production base of
Chonburi Province. Moreover, Chonburi Province is also a coastal city with abundant natural
resources and an environment of plants and fruits. Consequently, there are more workers in
agriculture, forestry, hunting, and fishing than in all production sectors. In addition, the handicraft
industry is the most important for adding to the production value of Chonburi Province. Benefits
should be provided to encourage foreign direct investment and support domestic entrepreneurs
in Chonburi Province through strong investment promotion. Such investment should include
the provision of facilities for doing business, various infrastructure and utilities for doing business,
and pushing investment in the area, allowing it to spread into other sections of the original
production base to drive the economic mechanism to improve the future of Chonburi Province.

Suggestions for Further Research: Further research should include the study of
technological changes and their effect on the overall economic growth of the Eastern region,
including the factors determining such change. These could include research and development
costs, technology and patent fees, the value of importing machinery from abroad, foreign direct
investment, and inflation. Since some of these factors involve national data, if the information

is stored at the provincial level, the analysis results would be more comprehensive.
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ABSTRACT

The objectives of this research were 1) to study the results of using a participatory action
research to synthesize agricultural product learning packages in the community of farmers in
Chachoengsao Province, 2) to create value added learning packages of agricultural products in
Chachoengsao Province community, and 3) to study guidelines to create innovations for
enhancing the competitiveness of agribusiness from community products for sustainable self-
reliance of Chachoengsao Province. The target groups in the research were farmers, local people
intellectuals, agricultural expert in rice production and processing representatives from relevant
government agencies in Chachoengsao Province. The data were analyzed by 1) basic statistics
such as percentage, mean (X), standard deviation (S.D.), and 2) content analysis for qualitative
analysis. The research results were as follows:

1. The results of using a participatory process to synthesize agricultural product learning

packages in the community of farmers found that farmers needed a knowledge set to create
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added value to expand products from "rice" to "rice flour" to be processed into community
products in Chachoengsao Province, and the use of agricultural products in the herbal group for
processing which led to food preservation to reduce household expenses.

2. The learning packages on creating value added of agricultural products in the
Chachoengsao Province community consisting of 3 product groups: (1) bakery product, including
Soft Riceberry Cookies with Mango Jam and Organic Rice Cookies (2) food product and food
preservation, including Herbal Chili Paste and Organic Rice Meatballs, and (3) bath and skin care
products, including Riceberry Milk Shower Cream. The results of the evaluation of the
acceptance in overall average in acceptance was at a high tevel X = 4.40)

3. The guidelines to create innovations for enhancing the community agricultural products
businesses competitiveness for self-reliance sustainability by adding product strengths into
business value (Value Propositions). The local wisdom combined together with local community
identity, in addition with the production process begin with selection of quality local ingredients,
chemical free cultivation, should be delivered to consumers, as well as presenting stories (Story
telling) by local people and under three distribution channels: (1) retail and wholesale at the
storefronts, (2) out bound flea market and 3) call and online ordering channels. There should

be regular product advertising at the points of sale.

Keywords: Learning Package Development, Value Added, Agricultural Products, Mixed Method Research
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ABSTRACT

This paper's objective is to investigate how monetary policy changes impact the housing
loans and residential housing markets. To estimate the impulse response functions, the
quarterly seasonally-adjusted times-series data during Q1/2000-Q2/2023 are utilized in both VAR
and MS-VAR frameworks to explore whether the Thai housing loans and real estate markets
have a unique reaction to the changes in monetary policy instruments or not. The two housing
market variables, namely housing loans and house prices, the interest rate charged on housing
loan contracts, as well as the Bank of Thailand’s policy rate, are included in the model as
endogenous variables, while other three variables, namely the economic growth rate, headline
inflation rate, and money supply growth rate, are also incorporated into the model as
exogeneous variables. The empirical results from the MS-VAR model help clarify that there exist
two different and independent states for the Thai housing market, resulting in asymmetric
effects of monetary policy that are transmitted to the housing market. In addition, the monetary
policy shock becomes significant and noticeable during the low-volatility period. Due to the
existence of the nonlinear relationship among housing variables and the monetary policy
instrument, the monetary authority should be cognizant of the negative impact of tightening
monetary policy on the housing market. Furthermore, the traditional monetary policy
instrument, the policy interest rate, may not be the most effective instruments for containing

the overheated scenario in the housing and real estate markets.
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Background and Significance of the Research Problem

The housing market is an important sector of many countries, including Thailand.
Although the Thai real estate activities accounted for 2.5% of the nominal gross domestic
product (Nominal GDP) during 2012-2022 on average, residential mortgage debt represented
approximately 27.0% of the nominal GDP in the second quarter of 2023, which was above the
level seen before the 1997 crisis. Meanwhile, data retrieved from the 2021 Household Socio-
Economic Survey from the National Statistical Office of Thailand showed that one significant
portion of a household's financial sheet was made up of housing assets. The household’s value
of houses, land and buildings for living accounted for 62.7% of the overall household assets. As
for the financial sector, loans to households for real estate purchases accounted for 33.7% of
total household debts in the second quarter of 2023, increasing from 29.0% in 2012. Housing
loans are also a key retail loan product of both commercial banks and special financial
institutions, accounting for 17.6% and 31.0% of their total loans in the second quarter of 2023,
respectively. Subhanij (2009) stated that for Thai households, the high proportion of real estate
in their asset and liability portfolios could lead to the case that the Thai households would
likely be particularly exposed to real estate price volatility.

Theoretically, Ando and Modigliani (1963, 1964) allow the wealth effect to play a central
role in the life-cycle theory of consumption. Consumption spending is determined by the
consumer’s lifetime resource, in which the financial wealth includes common stocks, real estate
and other assets. Therefore, the expansionary monetary policy could raise asset prices and the
consumer’s lifetime resource, thereby supporting consumption and the overall economy,
respectively. The housing and land price channel are included in the asset price channel,
together with the exchange rate, and equity price channels in Mishkin (1996). As for the credit
channel, the monetary policy could affect the adjustment of the external finance premium in
the credit markets through two possible channels, namely the balance sheet channel and bank
lending channel. For the balance sheet channel, Bernanke and Gertler (1989) highlighted an
important role of agency costs in a frictional credit market. The policy-induced increase in
interest rate can have a negative impact on asset prices and collateral values that borrowers
use when apply for bank loans, thus raising the external finance premium which is the gap
between borrower’s cost of funds raised externally and funds formed internally. Therefore, the
higher cost of the external finance magnifies the consequences on household consumption and

business investment. Meanwhile, the bank lending channel focuses on the lending activities of
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financial intermediaries when the central bank changes its monetary policy. Bernanke and
Blinder (1988a, 1988b) allowed roles for both money and bank loans in the extended IS-LM
models. Banks, confronting asymmetric information problems, play a more vital role in the
economy, since they not only raise deposits as their liabilities, but also originate loans as their
assets. Therefore, the monetary contraction will lead to a reduction of the volume of bank
reserves, limiting the availability of bank loans that are principal sources of external funds for
firms and households. Consequently, a decrease in bank loan supply will put more pressure on
the aggregate spending.

As for the financial stability perspective, there are different views on whether the
monetary policy should respond to asset prices or not. Bernanke and Gertler (2000) suggested
that the underlying inflationary pressures should be a major focus for the central bank, while
the inclusion of asset prices into the policy rule may lead to undesirable side effects. The asset
price movement may be meaningful only if they can signal potential inflationary or deflationary
pressures. Meanwhile, lacoviello (2005) stated that even if asset prices' current movements are
included in the policymaker's knowledge set, responding to them will not help the central bank
minimize the output and inflation fluctuations. However, the study for Indonesia of Santoso and
Sukada (2009) suggested that because the household sector can act as a surplus sector when
allocating their funds and a deficit sector when receiving funds from other sectors to finance
consumption and investment spending, monetary policy affects households and, in turn,
monetary policy affects households via several transmission channels, including the interest rate
channel, bank-lending channel, exchange rate channel and wealth channel. On the contrary,
for Thailand, Subhanij (2009) stated that even though the Bank of Thailand (BOT) does not
explicitly consider the movements of household debt or house price when deciding on short-
term interest rates, it recognizes that changes in the policy rate can have a significant impact on
home prices, household borrowing, and total consumption. Under the flexible inflation targeting
framework that the BOT has implemented since May 23, 2000, the Monetary Policy Board (MPB)
is appointed and has authority to decide the direction of monetary policy by adjusting the policy
rate, which currently is the 1-day bilateral repurchase rate. To tackle with the economic
downturn, lowering policy rate could help support the overall economic activities, including the
demand for housing. Conversely, the policy rate would be raised when the economy was

challenged by high inflationary pressure.
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For the empirical studies, the behavior of house prices can affect both business cycle
dynamics and the financial system performance (Tsatsaronis & Zhu, 2004). After the global
economy entered into a severe recession, triggered by the US subprime crisis in 2007-2008,
there are many studies exploring the relationship between the housing or real estate markets
and economic variables. Goodhart and Hofmann (2008) used a fixed-effect panel VAR model
with dummy capturing the boom-bust phase of the house price cycle for seventeen
industrialized countries to assess the linkages among variables, including real output, consumer
prices, short-term interest rate, house price, broad money and bank credit. The results indicated
that the interest rate shock has a significant effect on house prices, money and credit, while,
due to the effects of financial system liberalizations resulting in strong linkages between house
prices and monetary variables during 1985-2006, the shock to monetary and credit variables has
apparently had significant impacts on housing prices.

Vargas-Silva (2008) explored the impact of monetary policy shocks on the US housing
market, using a VAR with imposing sign restriction, and found that the contractionary monetary
policy shocks have a negative impact on the US housing starts and residential investment. Gupta
et al. (2010); Gupta and Kabundi (2010) used a large information set and a factor-augmented
vector autoregression (FAVAR) to investigate the response of the real house price growth to
monetary policy shock in South Africa and the nine census divisions of the US economy, finding
that the positive monetary policy shock has a negative impact on house price inflation.

By employing the VAR models, using ten OECD countries, Demary (2010) found a crucial
role of the housing sector on the economy, while the positive shock of interest rate put pressure
on real house prices. Additionally, the paper indicated that although the output movements
are major drivers for the house prices in many countries, the positive shock of the housing
market has a stronger impact on macroeconomic variables than the case of the positive shock
of macroeconomic variables affect the housing market. Meanwhile, lacoviello and Neri (2010)
explore the interactions between the housing market and the overall economy by estimating a
dynamic stochastic general equilibrium (DSGE) model of the US economy, arguing that there is
a spillover from housing wealth to the non-housing consumption while the monetary factors
can drive the cyclical volatility of both housing investment and prices. Recently, Tunc and Gunes
(2022) used panel structural VAR model to study the interaction between monetary policy
instrument and house prices and found that the impulse responses, both in the panel setting
and in the country-specific setting for seven emerging-market nations, point to a negative

response of housing prices to a contractionary monetary policy shock. The size of the effect is,
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however, rather small for the cases of emerging-market economies as compared to equivalent
reactions in industrialized nations. Similarly, the responses of monetary policy to the positive
shock of house prices remained weak in the cases of emerging-market countries compared with
the cases of advanced countries.

As for the nonlinear behavior, there have been more studies using non-linear models
after Bemanke and Gertler (1989), and Kiyotaki and Moore (1997) exhibit the roles of agent cost
in their models. They highlighted the role of asymmetric information that can influence agency
cost of financial intermediaries, or underpin the effect of financial constraints becoming more
binding in the downturn economic cycle. Simo-Kengne et al. (2013) utilized the MS-VAR models
to investigate the relationship between 3-month Treasury bill rate, used as proxy for the policy
rate, and house prices of the middle segment in South Africa, and found that there were
asymmetric impacts of monetary policy on house prices. The negative impact on house prices
becomes larger in bear regime, when compared to that of the bull regime. This is consistent
with theoretical models of Bemanke and Gertler (1989) and Kiyotaki and Moore (1997),
suggesting that the financial constraints are reinforced by the role of information asymmetry
during the bear regime. For the UK housing market, the studies of Chowdhuri and Maclennan
(20143a) and Chowdhuri and Maclennan (2014b) used the MS-VAR models to explore the role of
the bank lending channel in the monetary transmission mechanism. They found that monetary
policy shock with the same magnitude can have unequal impacts on the housing market, due
to a state-dependent bank lending channel. With the TVP-VAR model, Simo-Kengne et al. (2016)
studied the response of the US housing and stock returns to the interest rate shock, and found
that there were larger effects on both housing and stock returns during the low-volatility regime
than those of the high-volatility regime. Plakandaras et al. (2020) employed the Time-varying
VAR models with over 150 years of data to study the effect of macroeconomic shocks, including
the interest rate shock, on the house prices in the US and UK, and concluded that the monetary
policy shock has a negative impact on the housing sector in the UK, more obviously than is the
case in the US, where other shocks such as the technology shock are much more important.
Beirne et al. (2023) examined the role of non-bank sector, including non-bank finance, as well
as fintech and big tech credit players in seven Asian economies, using data from 2006Q1 to
2019Q4 with a panel structural vector auto regressive (PSVAR) model. The results demonstrated
that instead of replacing the traditional banking sector, the non-bank sector acts as a

complement to fill the funding gaps of the private sector in emerging economies. In addition,



An Investigation of the Asymmetric Impacts of the Thai Monetary Policy on the Real Estate Market 171

monetary policies, conducted by the central banks, had a significant role on the non-bank
sector, affirming the counter-cyclicality of monetary policy. The response of credits originated
by non-bank players to the tightening monetary policy shock is statistically and negatively
significant, while the impacts were rather persistent. However, for the determinants of fintech
and big tech credits, there was a puzzle due to some friction, as the interest rate had no
significant effect on fintech and big tech credits. Meanwhile, the response of credits originated
by fintech and big tech players to the tightening monetary policy shock became significant with
some delay.

For the studies in Thailand, home financing is a vital factor in setting the housing prices
since financial institutions have played a role in supporting both pre-financing and post-financing
for housing developers and home buyers, respectively. Therefore, the housing market variable
has been incorporated into the model to help exploring the relationship between it and the
monetary policy instruments as well as other economic variables. Moenjak et al. (2004) studied
an issue on monetary policy and financial stability. In the paper, they examined the inter-
relationships among five economic variables, including the real output, consumer price index,
policy rate, private credits, equity price and house prices, by using VAR model that was adopted
from the model of Disyatat and Vongsinsirikul (2003). The condominium prices are used to be
a proxy for the house prices, and the results suggested that condominium prices react to an
increase in policy interest rates more significantly than stock prices, and the negative effect on
condominium prices appears to continue longer than that of equity prices.

Sriphayak and Vongsinsirikul (2007) used the BOTMM and cross-correlation analysis to
study the Thailand’s monetary policy transmission via the asset price channel. From the
BOTMM, an increase in the monetary policy rate affects both physical wealth (property wealth)
and financial wealth (equity wealth), and in turn, consumption. However, the negative impacts
found via equity wealth are larger than those found via physical wealth. The study also found
the existence of the asset price channel, though it was weaker than other channels. The results
from the cross-correlation analysis found that, due to the strong housing demand and
demographic factors during 1999-2002, the puzzle was found since there was a gradual increase
in house prices along with a moderate policy rate hike. Subhanij (2009) examined how monetary
policy and the movement of house price relate to the output fluctuations. The results showed
that the policy rate hike negatively affects the house price and housing loans, as well as

consumption and real output. In addition, the mortgage rate movement coincides with the
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short-term interest rate. Therefore, a lower short-term rate will cause a lower interest rate for
housing loans, boost demand for housing, and lead to higher housing prices.

Recently, Chamormnchan (2019) employed the Threshold-Structural Vector Autoregression
to study the effectiveness of the monetary policy in two different situations: high and low debt
levels. The house prices are incorporated into the model, while the results for the impulse response
of the house prices to the interest rate shock suggested that the interest rate hike can cause
a decrease in house prices in the long run only in a regime of low household debt. In the country-
specific studies, Tunc and Gunes (2022) used the SVAR models to explore the two-way interplay
between monetary policy and property prices in each emerging-market countries, including Thailand.
The study found that house prices react negatively to the tightening monetary policy shock; however,
there was a puzzle in the response of the Thai monetary policy to the positive shock of real house
prices since the policy rate initially declined before turning out to be positive later. Nguyen and Le
(2023) also selected five emerging-market countries, including Thailand, to study impacts of
monetary policy on housing prices during the COVID-19 pandemic. Instead of extrapolating into
distant periods from a specified model, the monthly panel data set of the selected countries from
January 2020 to July 2021 was used in estimating the local projections for each period. The results
demonstrated that the unconventional monetary policy had a positively significant impact on
housing prices; however, those impacts faded later, after one month. On the other hand, the
traditional or conventional monetary policy strategy of cutting policy rates had a lesser magnitude
but a long-lasting influence on housing prices. In contrast to the previous studies using house prices,
Sethapramote and Thepmongkol (2022) developed the Thailand’s Real Estate Bubble Index (RBI)
and incorporated it into the BVAR models to assess the response of the RBI to macroeconomic
variables. The results indicated that private consumption, investment and the minimum loan rate
have impacts on the RBI, but the policy rate as well as the LTV measures have limited impacts on
reining in the bubble.

Most recent studies that employed linear models suggested that contractionary
monetary policies could lead to a decline in housing prices, while those using non-linear
techniques contributed further findings that the negative relationship between monetary policy
and house prices could be greater in low-volatility environments. Due to the global interest
rates, including Thai policy rates, returning to an uptrend to thwart inflationary pressures in the
post-COVID era, this paper therefore reinvestigates the response of housing market to monetary

policy. The main contribution of this paper is to use the non-linear technique to show that the
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impacts of monetary policy on the real estate market become different during high- and low-
volatility periods. To estimate the impulse response functions, both standard VAR and MS-VAR
frameworks are used, and two housing market variables, namely housing loans and house prices,
as well as other economic variables and the 1-day repurchase rate are included in the models.
Instead of the structural VAR model, the standard VAR model was deployed in this paper in
order to compare the results received from the MS-VAR model, which can capture regime-
dependent VAR results where different reactions of the Thai housing market variable to the
changes in monetary policy rate under different and independent regimes.

The structure of this paper is organized as follows: objective of the study, scope of
research that describes data used in the empirical works, research methodology that the VAR
and MS-VAR frameworks are explained. Later, the empirical results are presented, followed by

the conclusion and policy implications of the studly.

Research Objectives

1. To use the non-linear technique, which is the Markov Switching VAR Model (MS-VAR),
to contribute to understanding how the Thai monetary policy instruments affect the housing
markets

2. To revisit an issue on the effect of monetary policy on housing market by using the
MS-VAR model in order to explore whether there is an asymmetric response of housing variables

to the monetary policy shock.

Scope of Research

Quarterly seasonally adjusted data for economic variables is utilized in terms of
percentage growth rate, except for the minimum retail rate and the 1-day repurchase rate (the
Thai policy interest rate), which are expressed as a change in level compared to the prior quarter.
For the VAR and MS-VAR models, the vector of endogenous variables includes four economic
variables, namely housing loans, nominal house price, minimum retail rate, and the 1-day
repurchase rate, in order to examine the relationship between monetary policy and housing
market activities. Due to the limitation of the estimating process for all variables as endogenous
variables, three variables are incorporated into the model, acting as exogenous variables to
control the economic environment. Those are the real output, the consumer price index, and
the broad money which covers narrow money and quasi-money and represent the aggregate

liquidity held by money holders in the system.
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Almost all time-series data, including the 1-day repurchase rate, minimum retail rate, broad
money data, and housing loans, are gathered from the website of the Bank of Thailand, except the
nominal house price index, the real output and consumer price index. In details, the nominal house
price index is collected from the Bank for International Settlements (BIS) website. Meanwhile, the
real output data is the gross domestic product chain volume measures, obtained from the website
of the Office of the National Economic and Social Development Council (NESDC). For the consumer
price index, headline CPl is selected and retrieved form the website of the Ministry of Commerce’s
Trade Policy and Strategy Office (TPSO). The sample period for both models covers from the first
quarter of 2000 to the second quarter of 2023 (Q1/2000 to Q2/2023).

As for details of housing loan statistics, this study uses the series of housing loans for
personal consumption extended by all financial institutions, including commercial banks,
depository specialized finance institutions, insurance corporations, finance companies and credit
foncier companies. According to the Bank of Thailand, this housing loan series consists of loans

for land holding, land for housing construction, and housing loans for personal consumption.

Research Methodology

The Vector Autoregressive (VAR) model

The VAR model, pioneered by Sims (1980), is a dynamic multivariate model that is n
numbers of equations and n numbers of linear models. The VAR model treats a set of variables
simultaneously and equally. Under the VAR framework, the dependent variables at the current
state are explained by their own lagged variables, as well as the lags of other variables in a
finite-order system. Therefore, the VAR model has grown in favor in the transmission mechanism
literature as a convenient approach of expressing dynamic interactions between variables. The
VAR representation is written in the form of matrix as follows.

Y, = A(L) Yoy + B(L) Z; + & (1)

where Yt indicates a (n x 1) vector of endogenous variables, and n is the number of endogenous
variables. Zt indicates a (m x 1) vector of exogenous variables, and m is the number of exogenous
variables. g or the error term is a vector of serially uncorrelated disturbances with a zero mean
and a time invariant covariance matrix. Ais the estimated coefficient matrices for endogenous
variables. B is the estimated coefficient matrices for exogenous variables. L is the lag operator.
Meanwhile, the equation (1) can be rewritten to be a VAR in reduced form, including exogeneous

variables, where a is a vector of constant terms, A, indicates the coefficient matrices
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corresponding to the lag of the endogenous variables (n=1,...,k), By represents the
coefficient matrices associated with the exogenous variables (h=o,..r),and u is a
vector for the estimation errors, as follows.

Ye=a4 A Yeq 4+ Aok + BoXe + - BeXeor + U

Markov-Switching Vector Autoregressive Model (MS-VAR model)

In addition to the standard VAR analysis, this study employs the Markov Switching vector
autoregressive (MS-VAR) framework to examine whether there are any monetary transmission
asymmetries under discretely different regimes. The Markov switching process was initially
introduced into the regression model in Goldfeld and Quandt (1973). Later, Hamilton (1989,
1990) and Krolzig (1997, 1998) extended to make substantial contributions by integrating switching
models into the vector autoregression, and in turn, a Markov Switching VAR was developed.

According to Hamilton (1989), the Markov Switching Autoregressive model of two states

or regimes with an AR process of order pis written as below:

ye= uis) + [Z; & o — 1 (semi))] + )
U¢lsi ~ NID (0,06%) and s, =1,2
Given a; being the autoregressive parameters with i =1,2,...,p, y;, thus, is a time series

that is normally distributed with w in each of two possible states. From equation (2), the MS-
VAR model with M regimes where the mean and variance are allowed to simultaneously alter
across regimes can be expressed as the mean-adjusted MS-VAR process of order p and is shown
in equation (3) as below.
Yo = 950 = Ay (5 (Yees = 9(5-1)) + -+ Ap(s0) (Yip = 0(5ep) ) + 2 (3)

where Y, represents the n dimensional time series vector [or Y, = (Y4, ..., Yor)] and a change in
the behavior of Y; from one regime to another is triggered by a random variable s,. 9 represents
the vector of means that can change depending on the regime. Ay, ..., A, are the matrices storing

the autoregressive parameters that can change depending on the regime.

gclse~ NID(0, X (sv))
According to Krolzig (1997), the intercept form of MS-VAR model which differs from the

mean-adjusted form of MS-VAR model is shown in equation (4) as below.
Ye = v(s) + Ai(s)Yeoq + -+ Ap(s)Yep + & (@)
where y(sy) = 9(sp)(I — Z;’:lA]-(st))
Therefore, the dynamic reactions of dependent variables to a regime shift in the equation (3)
and equation (4) are different. The equation (3) indicates a sudden adjustment of dependent

variables to a new level, while the equation (4) allows a smooth and dynamic change of the
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intercept, caused by a regime shift. In general, all parameters in MS-VAR specifications are regime-
dependent. A common notation for expressing the models in which numerous parameters are
subject to shifts with the changing state is established in Krolzig (1997). M denotes for Markov-
switching mean. | denotes for Markov-switching intercept term, A denotes for Markov-switching
autoregressive parameters, and H denotes for Markov-switching heteroskedasticity.
For all MS-VAR specification, s, is the unobservable regime, following a first-order Markov
process, which is determined by the transition probabilities in equation (5) as follows.
pij = Prls¢ = j| si—q =] (5)
According to equation (5), p;; represent the transition probability from one regime (regime
i) to another (regime j). Therefore, if m regimes are considered, the (mxm) transition matrix,

containing all transition probabilities, can be written as P in equation (6).

P11 P12 - Pim
p=|Mm P Pm ©)
Pmi Pmz2 - Pmm

Where i=12,..m, I, pj=1ad 0< py <1.
The transition probabilities also offer the expected duration, which is the amount of time
that the system is expected to remain in a certain regime. If D is denoted as the duration

of regime j, the expected duration of the regime j or E(D) is calculated as follows.

E(D) = with j = 1,2,... (7)

1-pjj

To estimate the MS-VAR model, the estimation technique, which is called as the
Expectation Maximization (EM) algorithm, is implemented. For the probabilistic models, that rely
on unobserved latent variables, the EM algorithm is used to find maximum likelihood estimates
of parameters. Under this EM algorithm technique, two steps, namely the expectation step (E)
and the maximization step (M), are iteratively computed until parameter estimates converge.
The expectation step is initially conducted to deliver an estimate of the smoothed probabilities
of the unobserved regime variable or s;. Meanwhile, in the maximization step, it maximizes the
expected likelihood obtained from the expectation step to calculate the maximum likelihood
estimates of the parameters (Krolzig,1997).

The possibility of regime-dependent Impulse Response Functions (IRFs), is one of the
main draws of the MS-VAR model. For the standard VAR model, the Impulse Response Functions
express how endogenous variables in the system response to a shock of fundamental
disturbances. However, for the MS-VAR model, the regime-dependent IRFs are estimated, while

the dynamic relationships among the endogenous variables as well as fundamental disturbances
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can be described for each Markov-switching regime. The regime-dependent IRFs are conditional
and depend on a specific regime prevailing at the moment of the disturbance and throughout

the duration of the response.

Results

Before the estimation process, the results of the unit root tests are showed in Table 1,
while the overview for descriptive statistics of variables is detailed in Table 2. As for the
stationary tests, the results derived from the ADF and Phillips-Perron tests for all variables
suggest that all economic variables, except housing loans, contain the unit root. However, the
null hypothesis for testing all variables in the form of the first differencing series can be rejected,
all selected series are stationary at their first difference.

This section preliminarily shows the effects of the monetary policy tightening on the
housing market, represented by housing loans and a proxy for the house prices, by utilizing a
standard VAR model. Later, a MS-VAR model is estimated to capture the nonlinearities in the
relationships among variables. The VAR and MS-VAR frameworks are estimated using quarterly
seasonally-adjusted data in the form of over-quarter percentage growth to help depict the
dynamic responses of economic and housing activities to the shock of the policy interest rate.
The vector of endogenous variables includes housing loans, the nominal house price, the
minimum retail rate, and the 1-day repurchase rate, while the vector of exogenous variables

includes real output, the consumer price index, and broad money.

Table 1 The Results of the Unit Root Tests (with constant and trend)

ADF Statistic Phillips-Perron
Level First Difference Level First Difference
HPRICE -0.710 -15.707  *** -1.068 -15.795  xx*
HLOAN -3.869  ** -5.763 -3.630  ** -6.007
MRR -1.918 -4.090  *** -1.875 -5.594  x*x
REPO -3.089 -5.491 -2.551 -5.536  ***
GDP -2.471 -12.731 -2.471 -12.734  xx*
CPI -1.885 -7.641 -1.297 -7.343 xR
BROADM -0.986 -3.410 % -0.373 -7.925  **x

Notes: *, **, and *** indicate significance at 10%, 5% and 1%, respectively. The lag length for
the tests is based on Akaike Information Criteria (AIC)

Source: Authors’ Study
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Table 2 Descriptive Statistics of Variables

RHPRICE RHLOAN DMRR DREPO RGDP RCPI  RBROADM
Mean 0.87 2.16 -0.02 0.00 0.81 0.51 1.58
Maximum 5.08 9.21 0.88 1.00 9.38 291 4.59
Minimum -7.43 -3.33 -0.64 -1.25 -9.23 -3.11 -2.00
Std. Dev. 1.64 1.91 0.24 0.34 2.04 0.83 1.08
Skewness -1.51 0.14 0.41 -0.43 -0.80 -0.66 0.59
Kurtosis 9.34 5.12 5.51 6.05 12.81 8.20 4.60
Jarque-Bera 189.01 17.60 26.83 38.37 378.73 110.48 15.19
Probability 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Observations 92 92 92 92 92 92 92

Source: Authors’ Study

As for the lag duration, the standard information criteria, including the Sequential
Modified Likelihood Ratio (LR), the Final Prediction Error (FPE), the Akaike Information Criterion
(AIC), the Schwarz Information Criterion (SIC), and the Hannan-Quinn Information Criterion (HQ)
are used to determine the optimal lag length. All information criteria, except the SIC
concurrently suggest that the optimal lag terms should be one. Therefore, this study selects the

lag length of one to become the optimal lag length for the VAR and MS-VAR models.

The Result of the VAR model

The estimated impulse responses of the housing loans and house prices to one standard
deviation of the monetary policy shock are displayed in Figure 1. As for the responses of the
activities in the housing market, the unanticipated policy rate hike only has an adverse impact
on housing loans and house prices. Housing loans originated by all financial institutions drops
and reaches its bottom in the second quarter. It appears that the negative response to housing
loans tends to persist for two years after the interest rate shock. Meanwhile, housing prices also
reaches its bottom in the second quarter in the aftermath of the interest rate shock. However,
the puzzles are found in the reactions of housing loans and house prices to the shock of the
minimum retail rate. Following the minimum retail rate shock, both housing loans and house
prices continues to grow for two quarters before returning to the baseline in the seven quarter.
To summarize from the standard VAR framework, the tightening monetary policy stance tends
to result in an adjustment of the lending activities of the financial institutions, while the change

in minimum retail rate cannot directly have a negative impact on housing loans and house



An Investigation of the Asymmetric Impacts of the Thai Monetary Policy on the Real Estate Market 179

prices. However, a question arises: Will these effects on economic and housing market variables
differ or alter when the economic cycle changes?

Response to Cholesky One S.D. (d.f. adjusted) Innovations +/- 2 S.E.

Response of RHPRICE to DREPO Response of RHPRICE to DMRR
4 4
2 2

4 4
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
Response of RHLOAN to DREPO Response of RHLOAN to DMRR
4 4
2 .2
.0 .0
-2 -2
-4 -4
-6 -6

Figure 1 The Impulse Response to Interest Rate Shock Innovations (VAR model)

Source: Authors’ Study

The Results of the MS-VAR model

This study employs a two-regime MSAH-VAR model which allow changes in parameters
of autoregressive and the variance-covariance matrix (Krolzig, 1998). Two regimes represent the
high-volatility and low-volatility periods of housing market activities. The result of the MS-VAR
estimation is presented in Table 3. Overall results support the existence of two independent
and different regimes. The coefficients between the two regimes are markedly different. The
coefficient of SE-RHLOAN and SE-RHPRICE in the regime 1 are higher than those of the regime
2. Therefore, this study considers the regime 1 and regime 2 as the volatile regime (high-volatility
period) and normal regime (low-volatility period), respectively.

The matrix of transition probabilities indicates that the probability of staying in regime 1
in both the previous and present quarters is relatively high when compared with other elements
of the transition probability matrix. The regime 1 is highly persistent with a corresponding
probability of 70.5%. Contrarily, the transition probability of remaining in regime 2 is 59.9%,

indicating that the regime 2 is less persistent than the regime 1. As for the transition probability
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of regime switching, there is a probability of 29.5% for switching from regime 1 to regime 2, while
a probability for switching from regime 2 to regime 1 is 40.1%. Therefore, there is a higher chance

that the housing market activities will flip into regime 1 in the current period if they were in
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regime 2 in the prior period. For the case of Thailand, the housing market is likely to be in the

regime 1 rather than the regime 2 during the sample period of Q1/2000- Q2/2023.

Table 3 The Results of the MS-VAR Model

Regime 1

RHPRICE

RHLOAN

DMRR

DREPO

RHPRICE(-1)
RHLOAN(-1)
DMRR(-1)
DREPO(-1)
SE-RHPRICE
SE-RHLOAN
SE-DMRR
SE-DREPO

-0.199  [-1.347]
0.056 [ 0.544]
0.640  [0.445]
0.272  [0.222]
3.704  [5.029]
0.327  [0.588]
0.029  [0.542]
0.039  [0513]

-0.067  [-0.429]

0.512  [4.785]
3.640  [2374]
-2.541  [-1.954]
0.327  [0.588]
4.230  [5.005]
-0.056  [-0.979]

-0.065  [-0.811]

-0.024  [-1.618]
0.007  [0.675]
0.097  [0.660]
0.601  [4.828]
0.029 [0542]

-0.056  [-0.979]
0.038  [5.010]
0.023  [2.790]

0.042  [1.981]
0.005  [0.348]
-0.107  [-0.515]
0.869 [ 4.949]
0.039  [0.513]
-0.065  [-0.811]
0.023 [ 2.790]
0.077  [4.959]

Regime 2

RHPRICE

RHLOAN

DMRR

DREPO

RHPRICE(-1)
RHLOAN(-1)
DMRR(-1)
DREPO(-1)
SE-RHPRICE
SE-RHLOAN
SE-DMRR
SE-DREPO

0.386 [ 4.681]
-0.063  [-0.752]
0.637 [ 0.669]
-1.410  [-2.959]
0.422  [3.927]
0.135  [2.078]
0.000  [0.039]
-0.016  [-1.275]

0.135  [1.811]
0.270 [ 3.569]
0.668  [0.837]
-0.909  [-2.220]
0.135  [2.078]
0313  [4.215]
0.022  [3.016]
0.033  [3.071]

-0.007  [-0.882]
0.015  [1.857]
0.185  [1.910]
0.004  [0.091]
0.000  [0.039]
0.022  [3.016]
0.005  [4.248]
0.005  [3.638]

-0.031  [-2.505]
-0.011  [-0.857]
0.532  [3.779]
-0.106  [-1.479]
-0.016  [-1.275]
0.033  [3.071]
0.005  [3.638]
0.010  [4.088]

Common

C
RGDP_SA
RCPI_SA

RBROADM_SA

0532 [2.125]
-0.013  [-0.184]
0.068  [0.476]
0.167 [ 1.666]

0.704  [3.318]
0.118 [ 1.997]
-0.107  [-0.879]
0.327 [ 3.805]

-0.033  [-1.339]
0.002  [0.254]
0.076  [5.160]

-0.025  [-2.478]

-0.023  [-0.636]
0.036  [3.561]
0.090  [4.236]

-0.040  [-2.808]

Transition Probabilities

Regime 1 Regime 2
Regime 1 0.7051 (Pyy) 0.2948 (P,)

Notes: Numbers in square brackets are z-statistics.

Source: Authors’ Study
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The Markov Switching smoothed regime probabilities of regime 1 and regime 2 are
demonstrated in Figure 2. The regime 2 prevails from 2011 onwards since there were many
factors that put pressure on the real estate market. The real estate activities decreased,
following the 2011 flood disaster. In 2010, the Bank of Thailand warned against the excessive
risk-taking behavior in some segments of the residential market, condominium projects in
particular, while the financial institutions tend to provide housing loans with loan-to-value ratios
(LTV) exceeding 90% of the collateral value, due to increased competition in loan extension
among financial institutions. Therefore, the Bank of Thailand started to impose preventive macro
prudential measures, by launching supervision measures for housing loans extended by
commercial banks. The measures, effective in 2013, did not prevent commercial banks from
granting loans with a high LTV ratio, but they did require financial institutions to plan for and
manage their capital funds to be in compliance with the rules related to risk-weight (RW)
variable. Loans with a high LTV ratio would be subject to a higher risk-weight variable, which
implies a higher funding cost for those loans. The Bank of Thailand adjusted their LTV measures
in 2019 by imposing ceilings on some mortgage contracts, especially second and subsequent
mortgage contracts or residential units with values exceeding 10 million baht. The rising
household debts put more pressure on purchasing power, while the economy has been hit
most recently by the economic crisis caused by the COVID-19 pandemic and later struggled to
recover due to the Russia-Ukraine tension in 2022. In addition, the tightening monetary policy

cycle of the Bank of Thailand covered the period from late-2022 to mid-2023.

Regime 1 Response to Cholesky One S.D. (d.f. adjusted) Innovations
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Figure 3 Impulse Response of Regime 1

Source: Authors’ Study
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Regime 2 Response to Cholesky One S.D. (d.f. adjusted) Innovations
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Figure 4 Impulse Response of Regime 2

Source: Authors’ Study

To examine the asymmetric response of housing market activities to the monetary policy
shocks, the regime-dependent impulse response functions are estimated and shown in Figure 3
and Figure 4. The responses of housing activities to the policy rate innovations are mixed in
regime 1. Housing loans decrease four quarters in a row, and the adverse impact later dissipates.
However, there is evidence of puzzlement over the house prices because house prices continue
to rise for three quarters following the shock of the policy rate hike. Also, housing loans and
house prices rose in response to the minimum retail rate shock. Considering regime 2, the
positive policy rate and minimum retail rate shocks have adverse impacts on housing variables,
including housing loans and house prices. Regarding the response of housing activities to the
policy rate innovations, housing loans decrease and hit the bottom in the second quarter
following the policy rate hike shock. Similarly, the house prices fall in response to the
unexpected rate hike and reaches its bottom in the second quarter. The bear period for both
housing loans and house prices lasts around eight quarters. Meanwhile, housing loans and house
prices decrease and hit the bottom in the third quarter following the policy rate and minimum
retail rate hike shocks, while the bear period lasts around eight quarters. The results of regime
2, while representing low volatility or a normal regime, are consistent with the findings of Simo-
Kengne et al. (2013) and Chowdhuri and Maclennan (2014a), who state that the impact of the
monetary policy shock becomes significant only in a normal economic period. Finally, the
Portmanteau autocorrelations tests are employed and shown in Table 4. The null hypothesis
of no residual autocorrelations is rejected since the p-values are higher than the significance
level of 0.05.
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Table 4 The VAR Residual Portmanteau Tests for Autocorrelations

Lags Q-Stat Adj Q-Stat
1 11.94558 12.07831
2 24.82514 25.24730

(0.0730) (0.0656)

Notes: Numbers in parentheses are p-values.

Source: Authors’ Study

Conclusion and Policy Implication

The objective of this paper is to reinvestigate on a particular issue relating to how changes
in monetary policy affect the housing and real estate markets. Both standard VAR and MS-VAR
frameworks are utilized to estimate the impulse response functions, while two housing market
variables, namely housing loans and house prices, are incorporated into the models together with
other economic variables as well as the 1-day repurchase rate which represent the monetary
policy instrument.

The key results from the VAR estimation are that the responses of the housing market
variables to the monetary policy shocks are mixed. The tightening monetary policy stance results
in an adverse adjustment of the lending activities of the financial institutions, affirming that the
banking system plays an important role though the credit channel. Meanwhile, the shock of
monetary policy has no impacts on the property prices. However, the findings from MS-VAR
estimation helps clarifies the puzzle that found in the VAR estimation. The results from the MS-
VAR model suggest that the reaction between housing market variables and the monetary policy
instrument is nonlinear. There exist two different and independent states for the Thai housing
market, that lead to asymmetric impacts of the monetary policy that are transmitted to the
housing market. Regarding the normal regime, the monetary policy shock negatively affects both
housing market variables. In contrast, the effects of the monetary policy shock are found only in
housing loans in the volatile regime. Additionally, there are puzzle directions expressed in the
response of the housing loans and house prices to the minimum retail rate innovation, similar to
the findings acquired from the VAR model.

Comparing the negative effects on the housing loans from the shock of the monetary policy
instrument, represented by the policy rate, the results conclude that there is an asymmetric effect.

The contraction of the housing loan market is larger and being long-lasting in the normal market



184 Kanjana Chockpisansin and Yuthana Sethapramote

than those of the volatile market. The housing loans decrease for around eight quarters after the
interest rate hike when the normal regime prevails, but decrease only for five quarters when the
volatile regime prevails. This finding could imply that the asset price channel and the credit
channel play some roles in propagating the transmission of monetary policy to the housing market.
The findings from this research provide some policy implications. It could be useful for
the monetary authorities’ mission to promote a stable financial environment if they closely
monitor a set of housing market variables because the dynamic responses of the housing market
variables, following the change in the monetary policy instrument, become mixed and depend
on the business cycle of the housing and real estate sector. Due to the existence of the
nonlinear relationship among housing variables, economic variables and the monetary policy
instrument, the monetary authorities should be aware adverse effect of the tightening monetary
policy stance on other economic variables, such as the private consumption. Additionally, the
conventional monetary policy instrument, as the policy interest rate, may not be the most
effective tools to tame the overheating situation in the housing and real estate market.
Empirical evidence derived from the bull regime suggests that, while the tightening
monetary policy action has an effect on housing loans extended by financial institutions, this
effect is only temporary. Hence, other unconventional monetary instruments that directly have
an impact on the targeted segment of concerns could be more suitable. A set of unconventional
policy tools that should be explored are measures relating to more prudent credit standards
for lending to customer segments that are concerned, the higher LTV ceilings for targeted
segments, as well as tighter guidelines under the responsible lending framework, including Debt

Service Ratio, that induce financial institutions to take more account of customers' affordability.
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ABSTRACT

This research paper empirically investigates vulnerability in Thailand’ s working class, based
on the labor force survey conducted by the National Statistics Office in the year 2022. Vulnerability
among the workers is observed through: a) type of payment, i.e. those workers who are daily- or
weekly-paid as some of them are unlikely to have social security; and b) wage changes over lifetime,
normally ordinary workers are expected to enjoy higher wages through experience, which implies
learing curve or job mobility. The methods include graphical analysis and by the simulated analysis
based on four robust regression estimates. The Mincerrian equation was applied for estimating
regression models separated by genders of workers. The regression models were conducted to
analyse relationship between incomes of vulnerable and non-vulnerable workers and experiences
and education years. The results of the study consist of 1) 32.87% of workers are daily- or weekly
paid workers, the rest 67.13% are monthly-paid; and 2) wage changes over working experienced
among the monthly paid workers are significantly higher than those of the daily- or weekly paid
worker, in other word, the daily-paid workers show the least increase of wage over working lifetime.
In addition, 30.97% of the daily-paid workers earn less than 50 baht per hour, which is equivalent to
400 baht per day (or 9,600 baht per month) which would be considered as insufficient for decent

livings.

Keywords: Hourly Wage, Wage Increase over Working Experience, Age-Cohorts, Educational Attainment,

Vulnerability in Workers
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i 29 U fieedeselduszana 47 vm Taeneldoglutag 36 fis 60 UM Faaziiuitaseselsly
o1giReriusafuUszna 24 v wiluusazdisengnelaliuaninety nanferadeneldsotuey
Tutns 45-47 um Taengannaneldaetiosnitvasengdu 1 uiiduiidunmirlursengreundenseld
yowusauseTuvodunsineldliunneatu nfaseldgean (Uosid uflnadl 00) Alaunnsiafty

JNUNLEUAY
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P15797 2 andesidusindluisazyiseny

asn Unuasinnd wamu ugials uazanzal Wuuna

) U Aade Aastdulngd (umdadalug)
o @ (AL) (Umdadalae) 10 25 50 75 90
29 1,090 47.05 36.46  40.63 4482 5050  60.00
39 1,274 47.48 3385 40.63 4545 5417 6250
49 1,712 47.84 3125  39.06 4482  53.66  65.00
59 2,009 47.39 31.25 3750 4482 5417  65.00
69 858 45.08 26.79 35.71 43.33 52.08 62.50
39U 6,943 47.18 31.25 39.06 44.82 53.57 62.50

737: NNNISANW

anvauevInsasueliveanssnulunguussunening 1 TanwaeikansaaInnguinay

Usgyey1913 wuditungudl dneneunntuiivwildulasurnauuunnniuegnadivy

800

600

400

hourly wage

200+

—
il

o o

=

a1mgy (N 2)

AN 2 A9 NTI9TIIUR LTI UNUTEAUUS QYU 93

71: MNNSANWN

29

excludes outside values

39

a

59

69

1NNISIATIZRaNNIsanapuRdfmuUsautTuA1d 19 eTunS e edUY wassuwiou aae

waliAN53tAT18innn0e (Regression Analysis) Usegnsiannaunisiiuiwes (Mincer) viatiivaunlaymn

¢ Tagm U ldusanugenysisaudaudundminiaudssaunsainieniunisiious (Learning Curve) nanedi

ﬂ'ﬁwmiﬂ%’uLﬁm%ummi’mmqaﬂwaﬁﬁaﬁwﬁ@ WU 9uun 5 nau 15/29, 30/39, 40/49, 50/59, 60/69
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Heteroscedasticity Miaseindaiaslald OLS Robust Estimation nannsAnwnvsdliisiuintaded
fnaserialuduesiiese funsesedunii uavidesediou Wun Jnsfinu Uszaunisal
N3y Uszaumsalmsinueningdes wunvedan1ulsznauns wazginia lneninause iy
v3es1eduat uagseieutriinaneuwnuannIsEnwIwanestureudtsiaian nafe YnsAnem
fifisFunisd Tunguinamendnmune funfesedunviagldedaiuiufesas 1.1 whiy luvmed
wihnunedeudnmsinnifisiulinansuunuiliuunnnimdnause furdeedUaniussana
7.6 Wi Terunuiithalalunguiwemd esungldilungumiinauneuvdedunsi wiinanumamds
fsnsmansuunuintuiiecdosar 0.98 WeFeudindu 1 U Ferearnninausedeumnandgs
USzun 8.7 1911 Wi I8ATINAR UL WA SazLnAg1898Inlnus 19T uns o wduaay
Wdusinatudelsfunsfineifindunisd ludumdhaunedoumamuavindns msanudmwa
rensiiintuvemanaukilndiie sty
Uszaunsalmsianuilagiieuanengueamiinnuseiunienedunsiuaz neiiou wuindia
sorisosnalitoddymead TnsUszaunmsaimaviaufinniuiliaigtuidungunefunie
duaniuagseiou lnenquntinausiaioudslasuranaulnuanUssaunisaunnImnuse iy
W3edUam wazinavglasunanauLMUIINUSTAUNTAININAT WA (NanauWNUIINUsTaUnITal
yadidisty 1 PlungundnouseiuvdedunviveanarennUszaunsaififistu fo fevas 0.65
mavidjsievas 0.52 lungusneiieu mAmedesay 2.21 uaziwemdedosas 2.12 (5197 3) agalsh
auidleUsvaunsafunnd ussdunilsandrotine Sunieduniuarseieuduunlfusranas n1s
Ainswadsiidadoniunu Ao surnvesaniulsznaunis wagnin1Afiviiaiu annisweansal
AmauuuemnuIe Tuuar e eudlofdsisraunisalmavihay uarsedunmsine o sedu

Weniu nundeanuuanansiuaeudaunn tagntneueiinnilasuaInauLnuNnNINAREDS

A15199 3 HaNITIATITRANNTISannesdadefidwnanesele e T UM o udUMY wazAIRN9ELRaUY

. s dunseduanii DU
AuUs — —
Y8 QIR ¥1e 0T

Yoan1sfinen 0.0112%** 0.0098%** 0.0848%** 0.0852%**
(edu) (0.0000) (0.0000) (0.0000) (0.0000)
Ywosuszaunisal 0.0065*** 0.0052*** 0.0221%** 0.0212***
N394 (exp) (0.0000) (0.0000) (0.0000) (0.0000)
e><p2 -0.00071%** -0.0001%*** -0.0002%** -0.0002%**

(0.0000) (0.0000) (0.0000) (0.0000)
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157190 3 (5i)

asn Unuasinnd wamu ugials uazanzal Wuuna

AuUs g TUnseTUAA 38D
%18 I %18 VBIN
VWIAUTEN (size of firm)
2 0.0573%** 0.0437%** 0.1099%** 0.1275%**
(0.0000) (0.0010) (0.0000) (0.0000)
3 0.0862%** 0.0622%** 0.1613*** 0.1773%**
(0.0000) (0.0000) (0.0000) (0.0000)
a4 0.0733%** 0.1081%** 0.1899%** 0.2183%**
(0.0000) (0.0000) (0.0000) (0.0000)
5 0.0551*** 0.0679*** 0.1799%** 0.2515%%*
(0.0000) (0.0000) (0.0000) (0.0000)
6 0.0394*** 0.0942%** 0.2130%** 0.2621%**
(0.0030) (0.0000) (0.0000) (0.0000)
7 0.0300* 0.0975%** 0.2003%*** 0.2361%**
(0.0530) (0.0000) (0.0000) (0.0000)
8 0.0447%** 0.1251%%* 0.2518*** 0.2882%**
(0.0000) (0.0010) (0.0000) (0.0000)
9 -0.0106 0.0088 0.1514%** 0.2150%**
(0.8520) (0.8800) (0.0010) (0.0000)
agﬂuwmﬁuuw (dummy) -0.0129** -0.0064 -0.0053 -0.0050
(0.0500) (0.3820) (0.5630) (0.5680)
23n1A (dummy) fudsgruRengunm
N1ANaN (central) -0.0935%** -0.0715%** -0.1700*** -0.19117%**
(0.0000) (0.0000) (0.0000) (0.0000)
aaAwile (north) -0.2813%** -0.2313%%* -0.3373%** -0.3445%**
(0.0000) (0.0000) (0.0000) (0.0000)
NANZTUDDNIAYLLUD -0.2871%** -0.1979%** -0.3458%** -0.3247%**
(northeast) (0.0000) (0.0000) (0.0000) (0.0000)
Aele (south) -0.1320*** -0.1356*** -0.2773%** -0.3011%**
(0.0000) (0.0000) (0.0000) (0.0000)
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157190 3 (5i)

. FgTuvisasua F8LAaU
Auys — —
¥1Y VOIS ¥ TN
AAsil 3.8015%% 3.7075% 3.0692%% 2.9840%*
(0.0000) (0.0000) (0.0000) (0.0000)
n 7,868 5,137 7,875 7,508
R’ 0.1101 0.1365 0.3760 0.4586

Simulation 1) Myualra1uILdnsAnY 12 U 9) Muuslruseaunisayinanu 30 U

constant 3.8015 3.7075 3.0692 2.9840
Un1s@nw (edu) 0.1341 0.1178 1.0175 1.0227
Uszaumsalvinau (exp) 0.1946 0.1554 0.6644 0.6355
srldedalug (hrwage) 62.19 53.55 115.72 103.77
- in natural log 4.1302 3.9807 4.7512 4.6422
seldmaifiou (mwage) 11,940.62 10,282.35 22,218.22 19,924.53

wnewie: 1) fuaalumsuanstermduuszdnsannsiasgiaunisanasy waziauluindunans
891 p-value

o w a LYY [

2) * wansdeszaulpdAYn19ana 0.1 ** uansdeszautsdAgn19aia 0.05 wag ¥ Lang
szautudfgyyneana 0.001

3) UBNAINAILUS exp WAy exp’ 1‘7{Lﬁuaumwé’ﬂmmmﬁgmmm Mincerian Equation
wdr mamszsiee VIF ldwushuustafidnannnd 10 dadsmsliliindaym Multicollinearity

737: NNNSANW

nseAUsena

unamAteiliauenansinwaruissuslungudldussnu TasBeiasd 2 Usenis nanfio
n) dnwarnsienudusedluseiunienodunm mma;mfﬂwsﬁwﬁzﬁ’ué’mﬂajmamqﬂu
vedu waghifllenaldsuiimiaviugainsyuu enviudesadasidinesunuaing 40 v) lena
USupdamuuszaunisal wedniewils Learning Curve sin wiiivhaudunanenuiu nadesizs
Mnngrudeyavesdrinauadfuiendlul we. 2565 agulein nils ninnudildsuadrsoiieudn
Hudndrudesas 67.13 uavdosay 32.87 ldsuminesediluaseiusedlan lnsamzednadly
naueInTinanauLnui1 a8 Msiasiesilaglduuudrasdiumes Suunfunsdnu (Case e/
wi9) uaznguAIuAL (Control 118/mde) thandiasiginisiasundasueridnsmudszaunisal
va1u (n3001g) Feimunliiidnuvaidulda (quadratic function) muauuRgIuvesuuIAnd

(Heckman et al., 2003; Lemieux, 2003; Ramessur & Jugessur, 2024) HaN1TANYIUITHIAIUE ALY

£
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gaadnsine Inednsfnwiiudu 1 PilRlasuadraintulszanadesay 1 e¥ovaz 9 Snits
Uszaumsalvhauiinasesdeiildsuduiu nanie Usvaunisaliouiiuty 1 Ihlildsuddis
Wntuszwinedesay 0.5 Sedovas 2 Tnsuszuna wasileuszaunsalvioufintudszdunils (sesu
gean) agvilvissnsiasuulasesaninanas aenadesiunanisAnyilulssimaduiiiasgsiany
WuIAR Mincer Equation Tusnweaugiieniu UJiang et al,, 2022; Ramessur & Jugessur, 2024)

mMaFsuifisuaunsnnnesiis 4 aunisuandliifuanundeudognetaauresusanungy
Wiruiiazioulunguniinnuildfuaiese fuvdesedai uazusanunguliuszunsdaiu
winnuildsuidenmeiou Heludfveseldiads uasnmsiutuvessldnuuszaunisainig
Y191 UBNAINHTIAUNUATIIA DA ST AT IADINGLA 8 TABNEULIIIULT #UISWUAY
widondsewhamediinnni Mnmuideiansimdnguisssndinuhnsinuniifisiudssaste
eldfdiutu lnensinunifiutudssasoussnunguninaunedounnniminaune fuvdens
FUaiinnnindawi §suidiunsinuiidwasonsiiud uresneldidulseiudfyvesin
ATHANARTUIVABNAITTY (Becker, 1995; Patrinos, 2016; NayullaANIANDANANIINNIANY,
2566; wsiua 3eARfiAa waz YIn AWalAd, 2557; Suiand seuyes, 2557) egslsfinuuszinu
AALNA DA NTE NI NN NN NLUTINUTIBTUMI e TBEUAY uasTIIAou RennsAnuiagadl
Fadinmsnwldinnidn sufnvnilwessamalngdinszimumasnavewsseilussuuiazuen
svuu ffedunuiidfonsinuilulsadieutisananumasuaivesiiuse wavanuualiunisia
UBNTYUU maamumsﬂﬂa‘umLﬁuﬁﬂwzﬂﬁﬁﬁmummzdawaﬁiaﬁﬁwﬁqd%ﬂﬁ (QUAYS netameana,
2565) Han13Ane1v0In 19l TsnAss UIedan1anssulunianienisuisluseuu (Formal Sector)
wazlivan1suseusnszuy (Informal Sector) WUy naaAsLsINUluAANIINsHLlTazdanIw
msenuiitiung I6¥unsduasessunguane Wihisavsusyfudeildinnnin S51eldge anudueg
‘171“dqmaﬁa@mmwﬁﬁﬂumwsmﬁamfw LﬁaLﬁEJ‘U?ﬁJLLiﬁmuﬁa%ﬂumﬂhjLﬂumams (Fida & Chahir,
2023; Folawewo & Orija, 2020; Sugiharti et al., 2022) A2113ia p1a 158310 nAluna1ART 19y
Julssidiuddane nsAnwadiiinuiusussuanamdaldfuideiifiudutesninmeane
SnvaUsraunsalfiiinduvewssumang o il umidiiudutosninnamawuiu nsAnw
adaormevdngunilsiveadfeanalduinfiontusswinana Saduniddudmenen stauedig
Fafu Wamnedl 5 N15U53ANIENBNATENINANA (SDG Move Team, 2566) nan1s@nwiagdy
Duitestefunuid ssduidirifiunnuddyuesdymeanuliueniaszuinand Tnaamglungy
usaugndeTefuieredun Ssmsfnwadetelumslinnuddyfunsiinneiddnieaing
LLaxLmeaLLﬁ’lﬁquLLﬁmuﬂzju‘ﬂmmﬁu

miﬁﬂmm%ﬁﬁé’aﬁmmﬁwﬁmmaq%’aaﬂaﬁiauiwqmﬂ é’aa%’auﬁaﬁmﬁ’vamwmﬁwmumqmamw
Wy enduiides enelddiom sufivhlfAnanueden ma4 Sanudide mslenuveausanu
Wingunsdsagrouludasnsdilifatafinnsdanu nmsdugndeseiunieseduav naenau

nslasuRuideuniiinitleswIsuiisuiunguussusedouwingu dunisioiuuwssungy
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WasvdianuaseuaguunnIin1sAnwiasatiseyld wu nmsUszaudymaunin wagnisviaului
duns1e wInlasunsUesiudnsinsanivingueeneluiungau (International Labour Organization,
2022) WWudiu uenainfinanunnuddeduinsuanvazennnisinnu ssaunsfing e 991y

wilinsunaEnuaEduY Wi Ussaumsalineanu nsideusiiums n15gniandig

daiauauug

Torauonuriensdnanmstnuyaziesdnauaifuiend Uszneulusne 1) i
Anunsudsusiluseuind uiensgnidndns msgheaniuivineu nsldsumumisiigedunie
anad 2) N5 Ul8909ATI3OU dNINALLATEARINN15IIY N1svinnuneldanimwindeu
nsviuiidusunseviedenguain 3) msasunudeyafiuifnisriuniiuamisanisoon
Aoeunsensl waz 4) nsdnwvesaundnanluasaiseufossaunisinenlaeduiivguin aundniin
Tunguaniemilemathfisnisinmmninasidoudiiidraiuiougs

un et teiaueliusuadnedusia 400 vmeetu viewihiu 50 vmsedalug
(Frwandumdesedieu 9,600 vm) Mngrudeyaaiunsaeunulad Tdndiuussnuiosay 30.97
(3797t 4) AFFuArdrasetusingt 400 v Tnslawizegadslunguussnuiugu (Basic Worken)

v
a =

Snvtannuansdnwasiifafundngudassndlunsudndiliniassivieusanaumieuds
FENIUTIY wagnsuandulinesulseiudiauaseuaguusenulagianizlungugniteseiurie
sedUn vl dumemannntu Wethlugndnussfumsinunminwas mefundannildliin.
othamuzaudell lusemdlnedilifnsinuvidassindiemumtondiveuss g uiean
i nunnidunsineiluifnauieudeussniegniseiuvionsdunrituneion fedd

= & o Y = A o’ 1Y) a | Y v
SnaneUssinudmsunsdnuluewaniiedundngriumannsivgnsiaundeuisliseld

M19°99 4 dndruiosasvaaussnuilasuAIdNesIe Uit 400 U IuuNANYITEIEETTLTEY

429918 AMudTIN AN 400 um Y

w9911 (AL) (Aw) i
29 9,255 3,384 36.56

39 11,763 3,158 26.85

49 11,234 3,023 2691

59 8,509 2,653 31.18

69 1,929 1,003 52.00
334 42,690 13,221 30.97

71: NNASANW

" AslesuA1919 400 umsadu vuneder1s195IeTlae 50 AUy Ruieu 9,600 (50 U8 Falua *24 Yu) Tne

fiaw 24 Sududeauudlunseuwin dun 1 weu ¥y 24 Yu
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ABSTRACT

This paper investigates the effects of globalization on energy intensity in the ASEAN region
from 2010-2020. Employing the panel data regression analysis to analyze the secondary dataset
from the World Bank and Worldwide Governance Indicators, the results found that globalization,
precisely through trade openness and FDI, significantly affects energy intensity in the ASEAN
region. This suggests that heightened trade openness is linked to lower energy intensity; when
a country becomes more engaged in international trade, its energy intensity decreases.
Globalization considerably encourages adopting energy-efficient practices, enabling businesses
to minimize operational costs. Meanwhile, FDI helps enhance operational efficiency, optimize
energy usage in production processes, and reduce energy intensity. This paper contends that
policies emphasizing the importance of globalization, particularly in promoting trade openness
and FDI, are essential for facilitating a regional energy transition. ASEAN member states are
advised to boost trade openness, liberalization, and policies related to FDI by reducing barriers
and simplifying customs procedures. Enforcing stringent environmental standards for industries,
especially those attracting FDI, will guarantee adherence to sustainable energy practices,
resulting in increased energy efficiency and lower energy intensity across various business

domains in the region.
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Background and Significance of the Research Problem

Globalization has significantly altered international trade dynamics, fostering economic
growth, country development, and trade liberalization worldwide, opening doors to tap into
expansive markets, streamlining the movement of capital, and reshaping financial markets across
diverse business sectors (Baddeley, 2006; Cook & Kirkpatrick, 1997; Eriksen, 2002; Garrett, 2000
Kirby, 2006; Todaro & Smith, 2021). According to Stiglitz (2002), globalization stimulated
economic growth by encouraging Foreign Direct Investment (FDI) and exchanging information in
most developing economies. From 1991 to 2007, empirical studies demonstrated that
globalization was vital in boosting financial progress and driving economic growth in most Middle
Eastern and North African countries, leading to the growing scale of cross-border trade of
commodities and the flow of international capital (Demir et al., 2020; Falahaty & Law, 2012).

In the Association of Southeast Asian Nations (ASEAN) region, globalization has been
poised as a driving force behind regional economic growth in multifaced dimensions, such as
heightening trade openness and enlarging international investment (Chen & Lombaerde, 2019).
Studies have shown that globalization, through trade liberalization and FDI, positively impacted
transboundary investments in India (Pradhan & Prakash, 2010). It greatly influenced Gross
Domestic Product (GDP) growth and income per capita in many East Asian and ASEAN economies
(Law et al,, 2015; Sardiyo & Dhasman, 2019). From 1990 to 2019, globalization vastly caused
GDP expansion and country progress in Indonesia, Malaysia, the Philippines, and Thailand (Dizon
et al,, 2021). This includes its effects on social development by mitigating poverty and increasing
GDP per capita (Li et al., 2022). Indeed, most ASEAN countries have leveraged the advantages
of globalization to enhance their participation in international markets and attract FDI.

How does globalization influence the energy transition in the ASEAN region, mainly
through reducing energy intensity? And in what ways do trade openness and FDI, as proxy
variables for globalization, contribute to the realization of energy transition in the region? The
empirical research into this matter exhibits notable advancements in international business and
interdisciplinary studies within developed nations, as explicated in the recent works of Ozcan
et al. (2022), Padhan et al. (2022), Rahman and Alam (2022); nevertheless, its application in the
ASEAN context is comparatively limited.

Fueled by globalization, ASEAN economic growth has undesirably led to an increased
energy demand, which is forecast to triple by 2050 from the 2020 level under the base case
scenario; the Total Final Energy Consumption (TFEC) is predicted to reach 473.1 Mtoe by 2025
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and 1,281.7 Mtoe by 2050, while fossil fuels will still be a dominant energy source, with oil
accounting for 47.4% of TFEC, followed by electricity (20.3%), coal (14.5%), and bioenergy (9.2%)
in 2050 (ASEAN Centre for Energy and GIZ, 2023). The regional energy demand has increased on
average by around 3% a year over the past two decades, and this trend seems to continue until
2030 under the current policy settings (International Energy Agency, 2022). Therefore, ASEAN
must establish a well-balanced energy system to tackle the future regional energy trilemma -
energy security, equity, and sustainability (Safrina & Utama, 2023).

Still, much traditional research has analyzed energy intensity by investigating energy
technology, innovation, financial incentives, and infrastructure. For instance, the empirical study
of Suwanto et al. (2021) examined the effect of innovation on energy transition in the ASEAN
region by concluding that embracing innovations like low-carbon and cutting-edge technologies
could speed up the transition process. Chien et al. (2023) contended that financial mechanisms
such as carbon finance, carbon taxes, and sustainable energy technologies (solar and
hydroelectric) closely correlate to energy transition among ASEAN countries. In the case of
Indonesia, a contemporary study by Resosudarmo et al. (2023) pinpointed critical determinants
limiting the energy transition consisting of high capital investment in renewable energy
infrastructure, regulatory uncertainty, and financing.

Given the significant increase in energy transition research, there remains a scholarly gap
concerning the intricate dynamics of globalization factors—precisely, trade openness, FDI, and
the various impacts stemming from institutional frameworks—on regional energy transition. This
study addresses this gap by examining how these factors influenced the energy intensity
landscape in the ASEAN region from 2010 to 2020. This period represents pivotal moments
marked by notable milestones such as the establishment of the ASEAN Community in 2015,
consisting of the ASEAN Political-Security Community (APSC), Socio-Cultural Community (ASCO),
and the ASEAN Economic Community (AEC). It encompasses the formulation and extension of
the ASEAN Plan of Action for Energy Cooperation (APAEC) from 2010 to 2015, a strategic
framework for greater regional energy cooperation among ASEAN nations. Therefore, examining
globalization's effects on energy intensity in the ASEAN region during this period is deemed
valuable, offering novel insights and recommendations for policymakers, economists, and trade
experts to leverage the benefits of globalization through FDI and trade openness in advancing

the ASEAN's energy transition.
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Research Objective

To examine the combined impacts of globalization, as manifested via the proxy variables
of FDI and trade openness, on minimizing energy transition in the ASEAN region from 2010 to

2020.

Scope of Research

This paper mainly analyzes the impact of globalization on energy intensity in the ASEAN
region by examining the proxy variables of trade openness and FDI from 2010 to 2020. The
study includes ten ASEAN countries: Brunei, Indonesia, Cambodia, Laos, Myanmar, Malaysia, the
Philippines, Singapore, Thailand, and Vietnam. By treating ASEAN as a single unit of analysis, the
research provides a comprehensive overview of energy intensity dynamics in the region,
irespective of the varying levels of country development, diverse trade backgrounds, and
political systems. Consequently, the findings offer broad insights applicable to ASEAN as a whole
rather than representing ASEAN at the country level.

Literature Review

Concept of Energy Transition and Implications to ASEAN

The energy transition is nothing less than a revolutionary restructuring of the entire energy
supply in the electricity, heat, and transportation sectors to be more environmentally friendly
(Drewello, 2022). Energy transition refers to shifting away from fossil fuel utilization towards
renewable energy sources, aiming to mitigate the adverse impact of CO2 emissions, as outlined
in the Sustainable Development Goals (SDGs) of the United Nations (Deloitte, 2023). It primarily
involves a systematic shift from conventional fossil fuels to renewable energy and lower energy
intensity reduction, including changing the composition structure of the existing energy system
(Mazzone, 2020).

In the context of ASEAN, the energy transition holds significant implications for all
countries. It helps address the ongoing challenge of climate change, as most ASEAN nations are
vulnerable to numerous adverse impacts, including increased energy demand, supply
disruptions, and investment risks. Improving energy resilience through systematic transition is
critical to mitigate such undesirable impacts and achieve self-sufficiency (Li et al., 2020). The
energy transition will foster regional competitiveness and the realization of ASEAN’s market

integration in 2030, aiming to achieve the SDGs through investment in sustainable infrastructures
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and economic recovery from COVID-19 (Wolff, 2022). Table 1 illustrates the energy intensity
ratios in 10 ASEAN countries. A lower ratio indicates that less energy is required to produce one

unit of output, reflecting more efficient energy usage.

Table 1 Energy Intensity Level of Primary Energy in ASEAN Countries (Unit: MJ/$2017 PPP GDP)

Country 2010 2012 2014 2015 2016 2017 2018 2019 2020
BRU 5.15 5.82 5.66 4.34 491 5.87 5.85 6.35 6.05
INDO 4.21 3.79 3.44 3.26 3.19 3.2 3.19 3.16 3.12
CAM 5.05 4.68 4.5 4.58 474 4.59 4.61 4.68 5.09
LAOS 331 293 293 3.83 4.75 4.9 4.7 4.35 4.33
MYAN 3.67 3.59 3.53 3.41 3.45 3.72 3.52 3.58 3.59
MALAY 5.24 4.99 5.18 4.72 4.69 4.28 45 4.25 451
PHIL 3.14 2.99 29 2.96 293 2.89 2.81 2.68 2.79
SING 2.48 2.31 2.52 2.68 2.66 2.8 251 2.57 25

THA 5.1 5.05 52 5.07 5.02 4.79 4.5 4.52 4.63
VIET 5.48 4.97 512 513 4.53 4.38 4.74 4.92 4.05

Source: Word Bank Open Data (https://data.worldbank.org/), Modified by Authors

Globalization

Globalization refers to the spread of goods, services, technology, and information across
conventional borders. In business and economics, it is described as an interdependence of
nations worldwide fostered through free trade (Investopedia, 2023). Globalization is also
considered through trade liberalization, FDI, trade openness, and international trade agreements
that facilitate the exchange of goods and services (Dicken, 2015). According to Amartya Sen,
globalization is an interrelation and has contributed to the world's progress through trade,
migration, the spread of cultural influences, and the dissemination of knowledge (Sen, 2002).
Indeed, globalization is a complex phenomenon that surpasses geographical boundaries,
nurturing the global interconnectedness of economies and societies, and plays a pivotal role in
promoting global interconnectedness (Friedman, 2005).

Globalization has generated substantial economic impacts and intensified interdependence
among countries, encouraging the exchange of goods, services, and ideas in multiple dimensions.
The effects of globalization, via trade openness and associated policy settings, have been
described in terms of comparative advantage that determines productivity differences, factor

endowments, and diverse technological structures (OECD, 2011).
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Nevertheless, the impact of globalization is not uniformly positive, as critics argued that
it exacerbates income inequality, poverty, and distribution of wealth and poses challenges to
national sovereignty, as exemplified in the case of China and some advanced countries like the
United States, Germany, and Norway (Kacowicz, 2015; Luongo et al,, 2015; Wan et al., 2007).
The downside effects of the digital divide have become a rising concern in several sub-Saharan
African countries; when the economies are closely linked to the world, unequal access to digital
resources can worsen their income inequality (Ndoya & Asongu, 2022).

New Institutional Theory

New institutional theory is a perspective within the social sciences that concentrates on
a broader comprehension of the role of institutions in shaping behavior, organizations, and
societies. According to the seminal work of North (1989), institutions are humanly devised
constraints that shape patterns of human interaction and serve as rules of the game in society,
including formal and informal rules, norms, and structures that guide human behavior and
interaction. Institutions can create order, reduce uncertainty, and determine transaction costs
across various economic activities (North, 1991). Williamson (1979) argued that institutions
include formal rules and regulations, informal norms, and the organizational structures in which
economic transactions occur. Without effective institutions, these transaction costs would be
uncertain; thus, well-structured institutions are needed to enable business and economic
development (Faundez, 2016).

Contemporary studies suggested that effective institutions cause large-scale economic
progress, trade flows, FDI, and employment across the countries; these studies analyzed
institutions through the proxy variables of regulatory quality, control of corruption, rule of law,
and government effectiveness (Agostino et al., 2020; Briggs, 2013; Buracom, 2014a; Cui, 2017
Grabowski & Self, 2012; Hayat, 2019b; Huynh & Hoang, 2019; Suksai, 2022). The findings
illustrated that institutions could directly and indirectly affect the country's business prospects,
trust, creditability, and the quality of local democracy (Filgueiras & Lui, 2023; Hollingsworth,
2000; Portes, 2021).

Within the energy sector, scholars also argued that institutions form an essential
component of energy regimes and shape the policy options for supporting the energy transition
(Andrews-Speed, 2016). The transition towards low-carbon energy systems is considerably
shaped by rules and regulations driven by institutions that provide trust and govern those

systems (Aalto, 2014; Milchram et al., 2019).
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Comparative Advantage Theory

Comparative Advantage Theory is a term coined by David Riccardo in the early 19"
Century, serving as a pivotal concept in international trade economics (Powell, 2015). Ricardo's
groundbreaking work entitled "Principles of Political Economy and Taxation" posited that nations
should specialize in producing soods with a lower opportunity cost than others. This leads to a
mutually beneficial global trade environment and allows a nation to allocate its resources more
efficiently by focusing on industries where it can produce goods and services more effectively
(Ricardo, 1817). When countries engage in international trade based on their comparative
advantages, it has the potential to unlock more efficient resource allocation, thereby stimulating
economic growth and prosperity.

Recent investigations pinpointed the dynamic effect between the trade imbalance and
the comparative advantage in developing countries from 1992 to 2017 and highlighted that
having a comparative advantage makes most ASEAN countries more likely to become net
exporters in the global market (Hunt & Morgan, 1995; Shen et al,, 2022; Widodo, 2009).
Comparative advantage also elucidated trade patterns among BRICS countries; Brazil and Russia
specialize in natural resource-based products, while India and China excel in manufactured and
processed goods (Maryam et al., 2018).

In the seminal work "Scale Economies, Product Differentiation, and the Pattern of Trade"
(1980), Krugman analyzed the dynamics of international trade patterns and found that they
were reinforced by comparative advantage. Dani Rodrik's exploration of industrial policy in
"Normalizing Industrial Policy" (2008) illustrated the ongoing discussion about the practical
implications of comparative advantage in shaping various industrial policies in El Salvador,
Uruguay, and South Africa.

In a nutshell, comparative advantage theory guides countries in resource allocation and
specialization, leading to enhanced productivity when producing goods or services where they
excel. This can contribute to higher GDP growth rates as countries leverage their strengths in
international trade. Moreover, larger GDP sizes have reshaped economic prosperity, enabling
countries to sustain growth in the global market. This is apparent in the comparative analysis
between richer and poorer nations within the manufacturing and service sectors (Bradford et al.,
2022). However, it is crucial to acknowledge that the relationship between comparative
advantage theory, GDP growth rate, and GDP size is complex and influenced by relevant trade

policies, technological advancements, and global economic conditions.
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Research Methodology

Research Design and Model Specification

This study employs a quantitative approach, utilizing panel data regression analysis, to
investigate the intricate correlation between independent and dependent variables. The analysis is
conducted to align with data conditions observed in ten ASEAN countries from 2010 to 2020. The
dataset comprises approximately 110 observations, with the Logistic Performance Index (LPI) and
Human Development Index (HDI) variables accounting for about 60 observations; this limitation arises
from the primary data source, which does not collect data annually. The variables are classified into
four primary groups based on underlying theories, and four control variables, namely CO2 Emission,
Access to Energy, Logistic Performance Index, and Human Development Index, were incorporated
into the equation to mitigate the possibility of analytical biases.

Nevertheless, it is worth noting that the undesirable multicollinearity effects arising from
institutional domains, which include factors like government effectiveness, control of corruption,
regulatory quality, and the rule of law, placed constraints on the regression model. These factors
exhibited multicollinearity within the regression equation. To address this issue, researchers
opted to exclude regulatory quality and the rule of law from the equation to maintain predictive

accuracy, thereby ensuring analytical robustness and internal validity.

Independent Variables
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Figure 2 Conceptual Model (with the expected signs)
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Data Collection and Analysis

This study employs secondary data from international organizations’ databases from
2011 to 2020, including the World Bank and WGI (World Governance Indicators). These sources
are recognized for their reliability and validity in quantitative research. Recent cross-country
studies, including (Buracom, 2021; Dizon et al.,, 2021; Kacowicz, 2015; Law et al., 2015; Pradhan
& Prakash, 2010; Wan et al., 2007), have utilized these sources to derive benefits in data
collection and analysis. In terms of data analysis, studies conducted by Torstensson (1998),
Bernhofen and Brown (2005), and Liargovas and Skandalis (2012) utilized quantitative metrics
like country size, real income, FDI, and trade openness to evaluate the extent of comparative
advantage and understand how globalization influences the pattern of economic well-being,
both national and regional levels. While research, including those of Aziz et al. (2018), Buracom
(2014b), Fukumi and Nishijima (2010), (Hayat, 2019a) assessed institutions using comprehensive
governance indicators such as political stability, rule of law, control of corruption, government
effectiveness, and regulatory quality. These studies examined the relationship between
economic structure, trade dynamics, and institutional performance across countries. See Table

2 below for variables, symbols, and units of measurement for the multiple regression analysis.

Table 2 Variables, Symbol, Theories, and Unit of Measurement

Variables Symbol Theories Unit of Measurement
Energy Intensity ENIN - MJ/$2017 PPP GDP
Foreign Direct Investment FDI Globalization Net Inflows (% of GDP)
Trade Openness OPEN Globalization Import+Export (% of GDP)
Government Effectiveness GOVE Institutional Theory Percentile Rank (0-100)
Control of Corruption CONT Institutional Theory Percentile Rank (0-100)
GDP Growth Rate GDPG Comparative Advantage GDP growth (annual %)
GDP Size GDPS Comparative Advantage Current US$
CO2 Emissions Cco2 Control Variable Kiloton (kt)
Access to Electricity ACCESS Control Variable Urban (% of urban population)
Logistics Performance Index LPI Control Variable Overall Index (0-5)
Human Development Index HDI Control Variable Ranking Index (0-1)

Source: Authors’ Study

Descriptive statistics below provide a bird’s-eye description of independent variables and
energy intensity dynamics under investigation for the eleven years across the ten ASEAN

countries from 2010 to 2020. See details in Table 3.
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Table 3 Descriptive Statistics

Chanatip Suksai and Chaiyanant Panyasiri

Sign N Minimum Maximum Mean S.D.
ENIN 100 2.05 6.35 4.1105 0.1024
FDI 110 -1.320 29.760 6.188 6.452
OPEN 110 0.000 277.434 86.984 62.862
GOVE 110 2.369 100.000 53.447 26.761
CONT 110 0.476 99.038 42.668 27.0576
GDPG 110 -9.518 14.519 4.750 3.555
GDPS 110 7131773632.71 1119099868265.25 267435429568.82 274758080689.45
Cco2 110 2877.1 605290.6 141866.681 157100.813
ACCESS 110 85.500 100.000 98.014 3.200
LPI 63 2.067 4.150 3.059 0.521
HDI 50 0.510 0.943 0.718 0.115

Source: Authors’ Study

Results

The empirical results of the regression analysis, with an R-squared value of 0.628, indicate
that approximately 62% of the variance observed in the dependent variable can be explained
by the set of independent variables under scrutiny. The findings revealed that independent
variables, including trade openness, CO2 emissions, GDP growth rate, and GDP size, significantly
influenced energy intensity in the ASEAN region. These variables were found to decrease the
energy intensity ratios at a significant level of 0.05. Meanwhile, FDI and access to energy factors

significantly affected regional energy intensity at the 0.1 significance level. See full details below:

Table 4 Empirical Results of Regression on Energy Intensity the ASEAN Region

Dependent Variable: Energy Intensity

Independent variables Coefficients (b) t Sig.
FDI -0.269 1.931 0.056*
OPEN -0.415 -2.662 0.009%**
GOVE 0.106 0.730 0.467
CONT 0.123 0.786 0.433
CcOo2 1.908 7.409 0.000%*
GDPG -0.191 -2.651 0.009**
GDPS -2.115 -9.166 0.000%*
ACCESS 0.177 1.807 0.074*
LPI 0.006 0.060 0.952
HDI 0.053 0.635 0.527

(Constant) -1.223 -0.428
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Table 4 (Continued)

Dependent Variable: Energy Intensity

Independent variables Coefficients (b) t Sig.

R = .793; R-squared = .628; F = 16.741; p-value = .000
**Statistically significant at 0.05 level, *Statistically significant at 0.1 level

Source: Authors’ Study

Considering the coefficient magnitudes, the results suggested that GDP size (-2.115) had
the highest significant impact on energy intensity, followed by trade openness (-0.415) and GDP
growth rate (-0.191). Notably, FDI showed a significant negative correlation with energy intensity
at the 0.1 level. This suggests that a rise in FDI (-0.269) could diminish the energy needed to
generate a unit of GDP, thereby reducing energy intensity within the region. The following

regression equation represents the estimation of the determinants of energy intensity.
ENIN = -1.223-0.269FDI-0.4150PEN+1.908C02-0.191GDPG-2.115GDPS+0.177ACCESS

However, when assessed through proxy variables like government effectiveness and
control of corruption, institutional performance does not notably impact energy intensity. These
surprising results defy the conventional notion that institutional robustness is presumed to be
crucial in shaping economic structures, influencing trade dynamics, and encouraging increased
uptake of renewable energy across diverse economies (Aziz et al.,, 2018; Fukumi & Nishijima,
2010; Tadesse et al., 2019; Uzar, 2020).

This phenomenon can be explained by the fact that the direct influence of institutions
on energy intensity may not be straightforward. For instance, examining the varying regulatory
frameworks and energy efficiency standards across ASEAN countries, it becomes evident that
certain advanced nations like Singapore have robust regulatory bodies that enforce energy-
efficient technologies and practices in the manufacturing, transportation, and construction
sectors. In contrast, many developing ASEAN countries lack such stringent regulations.
Furthermore, a tangible impact on energy intensity may not be immediate due to factors such
as the time lag between policy formulation and outcomes, the duration needed for technology
adoption, and the absence of coordinated efforts across various business sectors and
stakeholders. This includes possible bureaucratic obstacles and funding constraints in some

countries that can impede timely implementation, affecting energy intensity on a broader scale.
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Discussion

Globalization Impacts

The results indicated a significant impact of globalization on energy intensity in the ASEAN
region, especially through trade openness and FDI. It suggested that increased trade openness
is correlated with a reduction in energy intensity. That is, as a nation engages more extensively
in international trade, i.e., increasing imports and exports to the global market diminishes its
energy intensity. In other words, a more open economy often benefits from the optimized
allocation of energy resources, leading to a higher economic output per unit of energy
consumed. Consequently, this reduces energy costs within the production and manufacturing
processes. Therefore, encouraging trade openness not only contributes to economic prosperity
but also indirectly facilitates the energy transition. The findings in this context align with Rehman
et al. (2021), contending that globalization, trade, and energy usage consistently demonstrate
positive interactions with short and long-term effects. This new insight is consolidated by the
recent study of Gozgor et al. (2020), underlining that globalization tends to promote the
adoption of renewable energy and reduce energy intensity among OECD countries. Besides,
globalization intensifies competition, compelling and forcing businesses to enhance energy
efficiency to stay competitive.

Simultaneously, FDI has the potential to bring in managerial expertise and operational
efficiency, optimizing energy efficiency across production processes and consequently reducing
energy intensity. Moreover, FDI could stimulate the cross-border transfer of energy technologies,
fostering the adoption of energy-efficient methods and minimizing overall operational costs; the
result in this context is in line with the empirical study of Sengll et al. (2015), claiming several
aspects of globalization affect operational performance among enterprises in developing
countries.

Comparative Advantage Impacts

The GDP expansion and a higher GDP growth rate in an economy correlate to reducing
energy intensity through several mechanisms. As the GDP grows, businesses often prioritize
technological advancements and innovation, resulting in the adoption of energy-efficient
technologies. This enhances productivity while concurrently reducing energy consumption and
lowering energy intensity. The findings in this context align with the recent study of Mahmood
and Ahmad (2018), arguing that economic growth substantially reduces energy intensity,

especially among European economies. Furthermore, GDP growth tends to drive structural
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changes, shifting towards less energy-intensive industries, allowing for increased financial
resources and favorable investments in energy-efficient infrastructure and technologies. All
contribute to a reduction in energy intensity.

Other Impacts

CO2 emission and access to electricity statistically negatively impact the energy intensity
in this context. This scenario can happen when industries with higher energy intensity, such as
heavy manufacturing, coal mines, or chemical processes, may produce massive CO2 emissions.
As energy-intensive industries expand, so does the CO2 emissions. Too rapid access to electricity
in some areas might promote unexpectedly higher energy intensity because of a lack of proper
planning and implementation of energy-efficient practices, contributing to higher energy
intensity. These problems align with the contemporary investigation of Shakya et al. (2022),
asserting that the energy intensity in several countries, like Bangladesh, India, Nepal, Pakistan,
and Sri Lanka, is influenced by access to electricity. However, it should be noted that this
correlation is not universal since the relationship among energy intensity, CO2 emissions, and
access to electricity may vary based on various macroeconomic forces in each country.

Theoretical Contributions

The conceptualization of globalization vitally serves as a cornerstone in various
interdisciplinary domains, particularly in international business and energy research. It involves
a redefinition of existing knowledge boundaries in these fields by highlighting the causal
relationship between globalization, trade openness, FDI, and their combined impact on regional
energy transition. Drawing from previous empirical findings propelled by globalization, promoting
trade openness and FDI can significantly impact business operations on a large scale. This
influence manifests as a reduction in energy intensity in this analytical context.

In this connection, integrating multiple theories and concepts, especially the globalization
concept, into contemporary research using this integrative approach can provide a more
comprehensive understanding of this complex phenomenon. All contribute to developing a

unified theoretical framework among international business and energy research.

Conclusion

Accelerating trade openness through increased facilitation of global imports and exports
of goods and services will not only stimulate economic progress but also expedite the energy
transition by reducing energy intensity in the ASEAN region, leading to higher economic output

per unit of energy utilized. This implies that increased openness to trade is associated with
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decreased energy intensity; as a nation becomes more involved in global trade, its energy
intensity diminishes. Globalization significantly promotes the adoption of energy-efficient
practices, allowing businesses to reduce operational costs. Meanwhile, FDI largely contributes
to improved operational efficiency by optimizing energy usage, leading to a reduction in energy
intensity. This paper contends that policies highlighting the significance of globalization, with a
focus on fostering trade openness and encouraging FDI, are crucial for facilitating a regional
energy transition. ASEAN member nations are recommended to strengthen trade openness,
liberalization, and policies associated with FDI. Enforcing rigorous environmental standards,
especially for industries that attract FDI, will guarantee compliance with sustainable energy
practices. Ultimately, this paves the way for increased energy efficiency and reduced energy

intensity across diverse business sectors in the ASEAN region.

Policy Recommendations

This paper argues that policies underscoring the importance of globalization, particularly
those prioritizing trade openness and FDI, are crucial for ASEAN’s energy transition. Therefore, a
multifaceted policy implementation is recommended.

First, sovernments should prioritize advancing trade openness and liberalization by
reducing barriers and streamlining customs processes to facilitate international investment and
commercial cross-border activities in an economy. They are encouraged to enhance their
exposure to globalization when engaging in substantial energy consumption (Huang et al., 2020).

Second, facilitating the introduction of new special economic zones and providing
incentives to industries for adopting cleaner technologies through FDI, such as offering tax breaks
or subsidies for large-scale implementations, is recommended. These measures can attract new
investments from multinational companies and intra-ASEAN investors. For example, in the case
of Korea, the government opted to enhance accessibility for foreign majority acquisitions to
encourage foreign investors and streamline FDI decisions through policy reform. Similarly, in
Taiwan, the government decided to protect fewer domestic firms from superior foreign
counterparts to promote equal liberalization and foster fair competition in the market (Thurbon
& Weiss, 2006).

Third, implementing stringent environmental standards for industries and large
enterprises, particularly those attracting FDI, will ensure a commitment to sustainable energy

utilization. This commitment will contribute to greater energy efficiency and a holistic reduction
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in energy intensity. This implementing policy is quite effective in China, and it has been found
that enforcing stringent environmental regulations in specific regions helps restrain the scale
expansion of domestic carbon-intensive industries (Zhao et al, 2020). These policy
recommendations will be critical steppingstones in realizing a regional energy transition,
ultimately propelling each country towards a more sustainable energy future. These
recommended policy measures are poised to play a pivotal role in nurturing economic
prosperity and fostering overall country development productively.

Lastly, it is important to note that the immediate implementation of trade openness, FDI,
liberalization, and energy policies across ASEAN countries may face substantial challenges due
to the region's extensive diversification and unique conditions. This includes variations in
socioeconomic settings, fragmented rules and regulations within the energy sector, differing
levels of country development, and varying institutional performance. Consequently, promoting
openness, implementing liberalization policies, and improving energy practices within the

regional business sector have become critical challenges simultaneously.
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ABSTRACT

This paper investigates Thailand's position in Global Value Chains (GVCs) and analyzes
supply chain linkages in the RCEP, CPTPP and its potential expansion, including India, the United
States, the United Kingdom, and China. Employing the GVCs framework, the study addresses
data constraints and unveils a moderate increase in Thailand's backward linkage from 1995 to
2018, while its forward linkage remains steady. The intra-bloc GVC analysis underscores robust
supply chain connections within RCEP and CPTPP blocs. As an ASEAN member, Thailand
deepens its GVC participation via the RCEP bloc, and joining CPTPP could fortify Thailand’s
global trade linkages position. Subsequently, VECM results validate the existence of long-term
relationships, and VEC Granger Causality results reveal short-term causal relationships within the
supply chain of Thailand’s production and its trading partners, based on monthly data from
January 2011 to July 2023. These evidences further ascertain Thailand's supply chain linkages
with its trade partners, notably highlighting robust linkages between Thailand and China.
Although backward linkages prove resilient across all trading partners, forward linkages suggest
unstable supplies of Thai products. Two policy implications emerge: Thailand's weakened
position in GVC and supply chain links underscore the urgent need for Thailand to upgrade its
domestic production capabilities, enhancing economic integration especially to attract foreign
direct investment and hence, improve the country’s competitiveness. Additionally, taking part
in CPTPP trading bloc can be crucial for Thailand to strengthen its GVC participation and moving

up the value chain via efficiency and productivity enhancement, especially with the potential
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inclusion of China in CPTPP. The dominance of Chinese economy in the region elaborates
greater supply chain benefits relative to the US or UK taken into consideration the size of the

economy, possibility of technology transfer and catching up, and the geographical location.

Keywords: GVC, Supply Chain, RCEP, CPTPP, Thailand, VECM

Background and Significance of the Research Problem

Globalization has ushered in the era of dominant Global Value Chains (GVCs), crucial for
global trade and investment (Petersburg, 2013; UNCTAD, 2013) ), involving various stages spread
across different countries. Despite the evolution of the global trade landscape with widespread
WTO participation, recent geopolitical events like the 2018 US-China trade war and the COVID-
19 impact have spurred a shift towards de-globalization. This shift emphasizes the need to
diversify global production risks, leading to new economic integrations, notably RCEP (Regional
Comprehensive Economic Partnership) and CPTPP (Comprehensive and Progressive Trans-Pacific
Partnership), both substantial multilateral FTAs. China's consideration of joining CPTPP
(KasikornResearchCenter, 2021), and the UK's application for membership underscore the impact
of these agreements on global trade dynamics in the era of GVCs.

Thailand's production and export challenges, rooted in structural economic issues
(KKPResearch, 2021), contrast with the competitive advantages offered by trade agreements.
The absence of Thailand in the CPTPP, where proactive participant Vietnam thrives, highlights
positive FTA contributions. Vietnam's role as a production hub in the vast CPTPP market attracts
foreign investors (Hoang & Hoan, 2019). Participation in GVCs brings benefits for developing
countries, as highlighted by Ye et al. (2015). Thailand, currently in a lower GVC tier (Zhao, 2018),
lags due to domestic costs and FTA disadvantages compared to Vietnam and other ASEAN
nations.

Thailand's FTA landscape has significantly evolved since its ASEAN Free Trade Area (AFTA)
agreement in 1992. It currently boasts 15 FTAs with 19 partners, covering over 63.5% of total
trade. The most recent and noticeable, the RCEP agreement, effective since 2022, encompasses
nearly 60% of Thailand’s trade. While RCEP, with China's participation, represents a potentially
large impact, CPTPP also commands economic significance, covering 27.7% of Thailand’s trade
and poised for expansion with new members. Both RCEP and CPTPP are considered as integral
components to Thailand's supply chain, serving as sources of intermediate goods for imports

and destination markets for exports. Intra-regional trade shows the crucial role of RCEP and
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CPTPP to the Thai economy amidst changing international trade landscape. About 52.3% and
27.9% of Thailand’s export is to RCEP and CPTPP market respectively. More than half of
Thailand’s imports (58.4%) is from its RCEP trading partners and about 25.4% is from CPTPP
trading partners.

Analyzing GVCs involves frameworks like the Inter-Country Input-Output Table (ICIO
Table), especially Koopman et al. (2014) decomposition of total exports. Borin and Mancini
(2017) extend this, focusing on each trading partner and sector. Nagengast and Stehrer (2016)
introduce source-based and sink-based approaches to track value-added components. Chang
and Nguyen (2019) apply the source-based approach to analyze CPTPP countries' GVC patterns.
This study revisits value-added proportions in gross exports, comparing RCEP and CPTPP with
potential new members. The Revealed Comparative Advantage Index (RCA) approach (Balassa,
1965), notably Zhou et al. (2019) new RCA, enhances GVC analysis by considering value chain
specialization and trade value added.

Numerous empirical studies reveal stronger linkages within GVCs and regional trade
agreements. For instance, Cheng et al. (2016) highlight China's robust GVC ties with its trading
partners, while Nagengast and Stehrer (2014) demonstrate increased intra-EU trade. Zhou et al.
(2019) analyze China's GVC position and suggest potential benefits of GVC participation for a
China-EU FTA. A few studies on Thailand’s economic integration have also contributed to the
investigation on factors influencing GVC participation such as Gonzalez (2017), Korwatanasakul
and Paweenawat (2020). Padilla et al. (2019) break down ASEAN's GVC, finding the region excels
as a value-added provider. Athukorala and Kohpaiboon (2014) analyze TPP and RCEP trade
patterns, revealing East Asia's reliance on global production sharing. Kohpaiboon and Jongwanich
(2022) assess RCEP's rules of origin agreement and concludes the it is more favor to GVC
operations than any other FTAs.

Furthermore, empirical studies have investigated the formation of GVCs and the possible
benefits of claim long up value chain under regional trade agreements, notably RCEP and CPTPP,
focusing on their impact on production supply chains and elucidating the competitive dynamics
of countries and industries. For instance, Ingot and Laksani (2019) highlight Indonesia's
dominance in low-tech GVC participation within RCEP, while Kumar (2020) observes India's
limited involvement despite increased linkages. The studies also spotlight diverse effects of tariff
reductions, with Korea benefiting and the US and Europe experiencing modest declines. Choi
(2019) uncovers varying GVC effects based on regional clusters, and Lee and Cheong (2017)
stress stronger trade linkages in RCEP compared to TPP. Chang and Nguyen (2019) emphasize
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CPTPP countries' robust interdependence and integration into global value chains. Wei and Yu
(2021) showcase China's gains from regional agreements and potentially benefits from
rationalized production throughout regional value chain among CPTPP member. Lu (2019) study
on the textile and apparel supply chain within the RCEP indicates enhanced regional integration
and highlights the negative impact on exports to non-RCEP member countries.

Empirical studies on GVCs in Thailand, spanning from early 2000s to recent years, reveal
diverse facets. Early research (Kohpaiboon, 2005, 2009, 2015; Kohpaiboon et al., 2010)
emphasizes the multifaceted role of MNEs in export-driven industrialization beyond FDI.
Focusing on industries like automotive and processed food, studies highlight contributions such
as marketing channels, technological support, and market competitiveness. GVC discussions
gained prominence since 2010, with studies indicating Thai MNCs' global expansion for GVC
standing (Pananond, 2013) and FTAs influencing GVC development (Mukherjee & Goyal, 2016).
GVC analysis broadens to explore specific industries, showcasing Thailand's position in
semiconductor manufacturing and the structural transformation driven by technology and
innovation. Studies also examine the global value chain depth of industries like cassava,
electronics, and automotive (Intarakumnerd, 2017; Kaplinsky et al,, 2011; Sucharitakul et al,,
2018). Recent analyses, using input-output modeling (Durongkaveroj, 2022; Kohpaiboon, 2019;
Kuroiwa, 2017), highlight the intricate relationship between domestic value added, export
performance, and participation in global manufacturing networks. These findings collectively
illuminate the dynamic role of Thailand in the evolving landscape of global value chains.

Therefore, as the dynamics of global GVCs evolve, strategies for participating in trade
groups may influence changes in the Thai production chain. This study investigates the impact
on Thailand's trade supply chain, aiming for a comprehensive understanding of shifts in supply
chain dynamics. The objective is to determine Thailand's position in GVCs concemning RCEP,
CPTPP, and potential new CPTPP members, with the findings expected to provide valuable
insights for policymakers. his research can assist in free trade area negotiations and help sustain

Thailand's comparative advantage in production and exports.

Research Objectives

1. To measure the position of Thailand in GVCs.

2. To analyze the significance of supply chain linkages in the RCEP and CPTPP economic
groups for Thailand.
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Scope of Research

This study is structured in two parts. Firstly, it shows the GVCs, focusing on Thailand's
position within GVCs and regional trade blocs, specifically RCEP and CPTPP. The analysis utilizes
the ICIO table from the World Input Output Database (WIOD) and the OECD-WTO Trade in Value
Added (TiVA) (2021 edition), exploring six scenarios: 1) RCEP (15) with full trade liberalization
among 15 RCEP members: Cambodia, Lao PDR, Myanmar, Vietnam, Malaysia, Singapore,
Thailand, Brunei, Philippines, Indonesia, Japan, China, South Korea, Australia and New Zealand,
2) RCEP (15) and India’s proposed entry to RCEP, 3) CPTPP (11) with full trade liberalization
among 11 CPTPP members (Vietnam, Malaysia, Singapore, Brunei, Japan, Australia, New Zealand,
Chile, Peru, Mexico, Canada), 4) CPTPP (11) plus the United States, 5) CPTPP (11) plus the United
Kingdom and Thailand, 6) CPTPP (11) plus the United Kingdon, Thailand and China.

In the second analysis, this study explores the relationship between Thailand's
production sectors and their supply chains using monthly data from January 2011 to July 2023.
Data, including the Manufacturing Production Index (MPI) from the Office of Industrial Economics
(OIE) and import/export data from the Ministry of Commerce (MOC), were collected. Import and
export data, categorized using the fifth revision of the Classification by Broad Economic
Categories (BEC Rev.5) by the United Nations Statistics Division (UNSD), were examined. The
study focuses on the export and import series of intermediate and finished goods, categorizing
them into groups. The analysis covers seven trade group partners: 1) RCEP, 2) India, 3) CPTPP,
4) the US, 5) the UK, 6) China, and 7) the UK+China, aligned with the BEC Rev.5 of UNSD.

Research Methodology

The Decomposition of the Value-added of Export

In this study, the measure of country’s Global Value Chain (GVC) participation is estimated
following (Borin and Mancini (2017) (BM) source-based decomposition framework similar to what
was applied by Chang and Nguyen (2019). The framework decomposes bilateral exports
between country s and country r into domestic value added (DVA) and foreign value added
(FVA). DVA includes exported as domestic value added (component 1* to 5*) and domestic
double counted (component 6*), while FVA includes exported as foreign value added
(components 7* to 9b*), and foreign double counted (components 9¢* and 9d*).

By assuming the world consisting of N countries and G sectors, Y, is the demand vector
of final goods produced in country s and consumed in country r (of dimension G x 1). A is the

global matrix of input coefficients (of dimension NG x NG)), so that B= (I—A)~! is the global
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Leontief inverse matrix. In addition, Vs is the value-added shares embedded in each unit of gross
outputs produced by country s (of dimension 1 x G), E; is the vector of bilateral gross exports
from country s to country r (of dimension G x 1), and ug is a 1 x G unit row vector.

1a* 1b* 1c*

N N N
uGEsr = Vs(l - Ass)_ler + VS(I - Ass)_lAsr(l - Ass)_1 Aerstsr + Z Arj Z Bstsk

j#r j#r k#s,r
2a* 2b* 2c*
-1 -1 N N N
'+VS(I - Ass) Asr(I - Ass) [Yrr + Zj¢rAererrr + Zj#rAr]' Zkis,r BikYkk]
3a* 3b*
‘+VS(I - Ass)_lAsr(I - Ass)_1 [Zjnxs Yr]' + Zjl\i:rArj ZlN¢s,r BjSYsr
3c* 3d*
-+ 2J!\itrAri 2§¢5_r BikYkr + ZinrArj ZIIL,r,l 21121#5; BjkYkl]
4a* 4b* 4c*
-1 -1 N N N
A4V (I - Ass) Asr(I - Ass) [Yrs + Zj#r Aererrs + Zj#r Ar]' Zkis.r BikYkS]
5* 6*
~+VS (I - Ass)_lAsr(I - Arr)_1 Z]N¢r Aerstss + Vs (I - Ass)_1 Z{\Ls AstBtsEsr
7* 8*
-+ ths Vt(I - Att)_lAts(I - Ass)_1 [Ysr + Asr(I - Arr)_err]
9a*
A+ ths Vt(I - Att)_lAts(I - Ass)_1 Asr(I - Arr)_1 Z]N¢r Yr]'
9b*
+ Z&s Vt(I - Att)_lAts(I - Ass)_1 Asr(I - Arr)_1 Z]‘I\I::rArj Z}lj Z{\I BjkYkl
9c* 9d*
.+ Z{\Ls Vt(l - Att)_1 [ZjN::t,s AthjsEsr + Ats(I - Ass)_1 ZjN;:rAstBtsEsr (1)

Where By is the country—t to country—s section in the global Leontief matrix B, which
relates to the requirement of total input from each sector of country t to produce one unit of
final demand in each sector of country s, and Ay, is the country—s to country—r section in the
inter-country input coefficient matrix A, which relates to the direct input requirement from each
sector of country s to produce a unit of gross output in each sector of country r. Note that the
targeting of source-based approach considers the first time a DVA that leaves its country of origin
or the first time a FVA as re-exported. It uses the local Leontief matrix (1 — Ag)™2, pre-multiplied
by the value-added share vector V;. Meanwhile, it allows for all possible forward linkages by
which such VA components can be routed (that includes repeated through the same country's
origin or the same re-exporter), as captured by the global Leontief matrix B before the final
demand vector Y.

Denoted that grow exports from country s to r divided to the part of DVA and FVA,
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Table 1 Element Descriptions of Equation (1)

Elements Descriptions

1a* in final good exports directly absorbed by bilateral importers;
2a* in intermediate exports absorbed by direct importers as local

final goods;

in intermediate exports
absorbed by bilateral

importers

1b* as domestic final goods after additional processing stages;
2b*as local final goods only after further processing stages;

3¢c* as final goods from third countries;

in intermediate exports
absorbed by third

countries
DVA

1c* as domestic final goods after additional processing stages;

2c* as local final goods;

3a*as final goods from direct bilateral importers;

3b*as final goods from direct bilateral importers only after
further processing stages;

3d*as final goods from other third countries;

in intermediate exports

absorbed at home

da*as final goods of the bilateral importers;

db* as final goods of the bilateral importers after further
processing stages;

4c* as final goods of a third country;

5* as domestic final goods;

double-counted

6* originally produced at home;

FVA

7* in exports of final goods;
8% in exports of intermediate goods directly absorbed by the

importing country r;

in exports of intermediate

goods re-exported by r

9a* via final goods exports;

9b* via intermediate goods exports;

double-counted

9c*and 9c¢* originally produced abroad.

Source: Authors’ Study

To sum up, equation (1) bilateral gross exports from country s to country r divides into

DVA and FVA. The DVA can be consolidated in exports of either final goods or intermediate

goods that combine four components. First component is directly in bilateral importers. Second

component is in bilateral importers after further processing stages in other countries. Third

component is by third countries, and the last component both that reflected and absorbed at

home. Meanwhile, the FVA can be consolidated in exports by S of final goods and of

intermediate inputs directly absorbed by the importing country r, or in intermediate goods

exports to I which are further processed and re-exported by the importing country I.
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GVC Participation

To identify the backward linkage and forward linkage including the pattern and trend
across the RCEP and CPTPP member countries, the applied decomposition framework by BM is
employed in the way similar to Chang and Nguyen (2019) calculation of the Vertical
Specialization (VS) index introduced by Hummels et al. (2001) and Koopman et al. (2014). The
model is specified by the following three equations as

Backward Linkages of country s:

VSs = 2r¢s(7;r + 85 + 951)/Esr (2)

The VS index by Hummels et al. (2001) quantifies the proportion of imported inputs
incorporated into a country's gross exports, thereby precisely tracing the foreign content
embedded in trade flows. Therefore, the analysis of this study considers the VS indicator as a
fraction of foreign contents (foreign value added and foreign double counted) to the country's
gross exports. A higher fraction of such foreign contents indicates greater reliance on
international sourcing in the production of its gross exports, suggesting stronger backward
linkages.

Countries participated in the GVCs:

GVCEWW =% (et + 2¢i + 3a%,+3bl + 3di, + 45, +55 + 6% + 75 + 85 + 95.) /E¢+ (3)

The measure GVCEWW, proposed by Koopman et al. (2010), goes beyond considering
foreign contents. It also incorporates domestic contents in gross exports that are not absorbed
by bilateral importers. This encompasses domestic contents in gross exports that are absorbed
by third countries after undergoing further processing in bilateral importing countries, as well as
those that return home and are absorbed by the exporting country itself. Hence, it considers
both backward (upstream) and forward (downstream) linkages, offering a comprehensive
perspective on a country's engagement in global value chains.

Forward Linkages of country s:

GVCEM = Zrz‘:s[Es* - (1a;r + za;r)] /ES* (4)

The measure GVCEM, proposed by Borin and Mancini (2017), isolates the domestic value-
added components that cross country borders only once (and are directly absorbed by bilateral
importers), categorizing them as “traditional trade.” These components correspond to components
1a* and 2a* in the BM decomposition. A country's gross exports, excluding these two components,

are then considered its GVC-related trade flows.
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Where Eg- is the total bilateral gross exports of country s. The VS index is a subset of the
GVCKWW indicator, which is further a subset of the GVCBM index. Therefore, the size increases
that mean a larger measure of GVC.

Vector Error Correction Model (VECM)

In this methodology, the evaluation of supply chain linkage utilizes monthly trade data,
offering a dynamic representation of changes from the past to the present. This approach differs
from the GVCs data obtained from the OECD's TIVA database, which releases data annually, with
the latest version available up to 2022.

To answer whether there is a statistically significant relationship between Thailand
production output and supply chain, the existence of long-run equilibrium relationship is
examined by cointegration test, the same methodology is applied by Yang (2022). The Johansen
cointegration technique is applied to observe the long-run relationship and then vector error
correction model (VECM) is utilized to investigate the short-run adjustment mechanism. To
confirm the relations between the variables, this research tests the Granger causality/block
exogeneity Wald test has been performed under VECM. If all variables are first-difference
stationary and cointegrated, a VECM is developed, enabling the examination of both short- and
long-run causality. The VECM model for Manufacturing Production Index (MPI) is expressed as
AMPITH = @, + YT, oc;; AMPITH + YT 8;;AExportsfHi— +

YL viiAlmportsTHk + YT | §,;AExports_Fing % + g ECTTH K + (5)
Where ¢, a, 8, y and § are coefficient that reflects the short-run aspects of the
relationships between the independent variables and the target variable. The variable TH
represents the country of Thailand, and k is country groups including RCEP, India, CPTPP, the
US, the UK, China and UK+China. The optimal lag is indicated by T and ECT is correction term.
The € is error correction term coefficient that shows fast the dependent variable adjust to the
equilibrium. At time t, MPI{! is the manufacturing production index of Thailand, Exports{H=¥ is
the exports intermediate goods from Thailand (TH) to each country group (k), Imports{H-Kis the
imports of intermediate goods to Thailand (TH) from each country group (k) and Exports_Fin{H-k
is the exports of finished goods from Thailand (TH) to each country group (k).

Granger Causality Test

The Granger causality/block exogeneity Wald test was performed based on the VECM
developed earlier for existence short-run causality relationship between variables included in

the model. Following the methodology outlined by Yang (2022), this approach is employed to
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identify causes and effects relationship of variables in the model which further have different
implications on a country’s GVC position analysis. Moreover, this method also facilitates the
determination of the causal relationship in the reverse direction. It is applied to the four
variables (MPI, Exports, Imports, and Exports-Fin) to examine causality and its direction among

the variables, as outlined by Gujarati and Sangeetha (2007).

AMPI{M = 3T | o¢;; AExportsii—* + 3T | y;;Almportsf =% + 3T | §,;AExports_Finf 1K + e, (6)

AExportst™ = YT oc;; AMPITH 4+ 3T v Almports{ K + 3T | §,;AExports_Fin{ 1K + e, (7
Almports{® = T oc;; AMPITH* + YT B iAExports™i =% + T | §,;AExports Finfh ¥ +e5,  (8)
AExports_Fin{" = T | oc;; AMPITH* + $T 8. AExports] =% + T | y;;AlmportsTH % + ey, 9)

In the model specified above, MPI,, Exports, , Imports, and Exports_fin, are the four
dependent variables in the model; ey, ey, e3; and ey are disturbance terms which assumed to
have no contemporaneous covariance; t denotes time period and i indicates optimal lag length;
a,y and & are coefficient that reflects the short-run aspects of the relationships between the
independent variables and the target variable. The variable TH represents the country of
Thailand, and k is country groups including RCEP, India, CPTPP, the US, the UK, China and
UK+China. The hypotheses to be tested are: HO: oc;= 0 against H1: oc;# 0, HO: y; = 0 against H1:
y; # 0 and HO: §; = 0 against H1: 6; # 0.

For example, according to Equation 6, if the result shows a probability of less than 5% is
means that HO is rejected and H1 is accepted or the is Exports, Imports and Exports-Fin has
granger cause MPI.

The concept of variable relationships is depicted through backward linkages, emphasizing
Thailand's reliance on imported inputs. In contrast, forward linkages characterize Thailand as a
manufacturing hub for intermediate or finished goods intended for export. Notably, Thailand
engages in both the import and export of goods within the same industry, whether they are

intermediate or finished products, a phenomenon termed intra-trade linkage.
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Table 2 Assumption of Variable Relationships

Dependent Exports Imports Exports of finished
MPI
Explanatory (EX) (M) (EX-fin)

MPI Forward linkage  Backward linkage  Forward linkage

Exports (EX) Forward linkage Intra-trade No meaning

Intra-trade

Imports (IM) Backward linkage  Intra-trade

Exports of finished (EX-fin)  Forward linkage No meaning Intra-trade

Source: Authors’ Study

Analysis and Empirical Result
GVCs participation

This study uses the source-based approach to measures of GVC trade, and the
decomposition in equation (1) can identify the DVA components in a trade flow that crosses
national borders only once. As a result, a GVC index based on BM can be constructed by
equation (2) and (4).
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Figure 1 Thailand’s Participation in GVC Compares to RCEP and CPTPP Countries (1995, 2018)
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In examining Thailand's position in GVCs (1995 and 2018), Figure 1 shows its VS index
increased from 25.32% to 34.58%, reflecting increased integration of foreign inputs in exports.
In contrast, Thailand's GVC participation remained relatively stable, increasing from 45.72% to
46.48%. This study employs the same measure for other major exporters, including RCEP, CPTPP,
and potential new members. Notably, Japan, Brunei, India, the US, and Peru had the lowest
fraction of foreign content in gross exports (less than 10% in 1995). While their VS increased
over 1995-2018, it remained the lowest among countries, indicating increased involvement in

GVC through downstream linkages. In 1995, Thailand had a moderate VS index, significantly
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relying on foreign goods in total exports by 2018. However, this didn't alter Thailand's GVC role.
In contrast, Vietnam's VS index grew from 22% to 51% between 1995 and 2018, signifying
increased downstream integration. Vietnam's GVC participation surged from 49.96% in 1995 to
57.11% in 2018, showcasing substantial progress in GVC involvement despite starting with a low

degree of foreign content in exports and a high GVC level.

0 RCEP's share of global GVC trade (%) 0 CPTPP's share of global GVC trade (%)
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Figure 2 Trade Volumes of RCEP and CPTPP Compared to Other Trade Blocs
(1995, 2000, 2005, 2010, 2012, 2018)
Note: The measures are defined in equation (2) for VS, equation (4) for GVC™

Source: Authors’ Study

In assessing RCEP and CPTPP in GVCs, this section outlines the involvement of various
trade groups. Figure 2 reveals that RCEP and CPTPP significantly influence global and GVC trade,
with RCEP accounting for 27.67% of global gross exports and 26.78% of GVC trade in 2018. If
India joins RCEP, its global share would increase by at least 2%. The US would contribute an
additional 10.39% to gross exports and 10.14% to GVC trade; the UK and Thailand together add
4.83% to gross exports and 4.52% to GVC trade; and the CPTPP+UK+Thailand+China bloc is
comparable in size to RCEP, reflecting the study's erouping, considering that RCEP includes key
economies like China and South Korea not in the CPTPP.

Secondly, the study explicitly investigates whether these GVC exports consist of products
sourced from within the trade bloc or outside trade bloc. This breakdown is illustrated in Figure
3. The overall GVC ratio for each bloc is calculated by dividing the exports in GVC of each bloc
to the world by the gross export of each bloc to the world. The GVC within the bloc is computed
by dividing the exports in GVC of each bloc to its bloc (or intra-trade of GVC) by the gross export
of each bloc to its bloc (or intra-trade). Similarly, the GVC outside the bloc is calculated the
same method. The CPTPP leads in GVC participation at 60.71%, surpassing other blocs in 2018.
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However, RCEP excels in intra-bloc GVC at 67.65% in 2018, up from 61.06% in 1995, emphasizing
the significance of intra-trade for RCEP members. A substantial gap in GVC between within the
bloc and total or within the bloc and outside the bloc indicates robust supply chain connections
within the bloc. RCEP exhibits the largest gap at 18.4% in 2018, followed by RCEP+India (10.4%
in 1995 to 16.8% in 2018) and ASEAN (8.2% to 10.15%). The CPTPP bloc shows comparable GVC
linkage, increasing from 4.5% to 6.4%, akin to CPTPP+UK+Thailand (1.7% to 5.7%) and
CPTPP+UK+Thailand+China (3.7% to 11.1%).

GVC ratio of RCEP with the world, within bloc and outside bloc (%) GVC ratio of CPTPP with the world, within bloc and outside bloc (%)
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Figure 3 Participation of RCEP and CPTPP Members in GVC (1995, 2018)
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Source: Authors’ Study

Additionally, it is important to note that the calculations are based on 2018, predating
the implementation of both the CPTPP and RCEP. With the adoption of these trade agreements,
it's reasonable to expect a further increase in GVC connectedness within the CPTPP and RCEP
blocs. Figure 3 highlights the significance of the US, UK, Thailand, and China in CPTPP GVC
linkages, despite non-membership. Including India in RCEP or the US, UK, Thailand, and China in
CPTPP boosts overall GVC trade, especially intra-bloc exports. The CPTPP+UK+Thailand+China
bloc shows a strong intra-bloc GVC connection within the bloc (64.39% in 2018) exceeding its
gross trade ratio (56.76%). In contrast, the CPTPP+US bloc's GVC ratios for exports within bloc
(57.73%) and outside the bloc (60.6%) are similar.

Thailand, as an ASEAN member, has a higher intra-bloc GVC ratio than global and external
bloc ratios. As ASEAN evolves into RCEP, its larger bloc deepens GVC participation. If Thailand
joins the CPTPP, although the linkage within the group may not be as robust as in ASEAN, these
countries will establish a stronger GVC link with the world than ASEAN. Particularly, if Thailand
joins CPTPP+UK+Thailand, a group excluding China and the US but with a GVC ratio for global
trade of 59.39% in 2018.
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Results of VECM

Before engaging in regression modeling, it's essential to ensure the stationarity of
variables. The Augmented Dickey-Fuller (ADF) and Phillips—Perron (PP) tests (Granger & Newbold,
1974) confirm that Thai production (MPI), imports of intermediate goods (IM), and exports of
intermediate (EX) and finished goods (EX-fin) are all integrated of order 1 (I(1)) (Table 3). Optimal
lag length for VAR models is performed as specified in Table 4. According to the information
criteria, the optimal lag length is determined based on the majority of criteria that recommend
selecting the most suitable lag. The results of all models have presented that the lag length for

VECM was between 2 and 5 lags.

Table 3 Unit Root Test Results

Level First Difference
Country Variables
ADF PP ADF PP
MPI -3.2938** -8.7601%** -4.0277%** -44.8724*%*
EX RCEP -2.3286 -5.8678*** -14.8975%** -29.0692***
RCEP IM_RCEP -2.4655 -3.8811%** -21.4002%** -20.8792***
EX_RCEP_fin -2.5143 -5.3448*** -0.4744%% -48.4698***
EX India -2.6749* -2.6611* -9.2932%*x -31.8817***
India IM_India -2.6389* -2.6857*% -9.667*** -26.5918%**
EX_India_fin -3.7451%%* -3.5306%** -9.6122%** -35.6257***
EX_CPTPP -3.1157** -7.0083%** -14.4267%** -38.8709***
CPTPP IM_CPTPP -2.8627* -0.5474%%* -12.2668*** -25.491%**
EX_CPTPP_fin -3.8832%** -8.053%** -14.1505%** -31.5548%**
EX_US -0.2577 -1.4474 -14.94071%** -31.404%**
us IM_US -0,1598%** -6.7036%** -13.2707%** -31.2354%**
EX_US fin -0.6093 -3.4363** -19.9731%*** -48.2009***
EX_UK -3.3883** -8.0606*** -14.1388*** -66.2641%**
UK IM_UK -0.5222%** -7.6799%** -11.3812*** -29.1296%***
EX_UK fin -5.4242%** -8.2436%** -13.7988*** -50.1209***
EX China -0.2057%** -5.4502%** -12.4736%** -25.0466***
China IM_China -1.8667 -2.6419*% -23.5792*** -33.1598%***
EX_China_fin 0.2473 -4.3617%%* -4,1884*** -28.7803%**
EX_UK+China -0.1698*** -5.6524%** -12.6743%** -26.1981%**
UK+China IM_UK+China -1.9562 -2.8239*% -23.7424%** -33.214%**

EX_UK+China_fin 0.5277 -4.5508%** -4.1995%% -30.4542%**
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Table 3 (Continued)

Note: MPI is the manufacturing production index of Thailand, EX is the exports intermediate goods
from Thailand to each country group, IM is the imports of intermediate goods to Thailand from each
country group and EX fin is the exports of finished goods from Thailand to each country group
(***) Significant at the 1%, (**) Significant at the 5%, (*) Significant at the 10%.

Source: Authors’ Calculate

Seven models are presented, followed by Johansen Cointegration tests for each. The
tests assess long-term equilibrium relationships between MPI, EX, IM, and EX-Fin using Trace and
Max-Eigenvalue statistics. Results indicate significant relationships among variables at the 5%
level. Table 4 shows cointegration relationships, with RCEP and India models having none, and

the UK model exhibiting full rank.

Table 4 Results of Lag Selection and Results of Johansen Cointegration Tests

Model Number of lag Number of
Model
Dependent Explanatory length selection  cointegration
1.RCEP 5 No
2.India a4 No
3.CPTPP - EX 3 1
4.Us MPI - M 3 3
5.UK - EXAfin 2 ax
6.China 3 2
7.UK+China 3 1

Note: No means no cointegration in the model, *full rank or number of cointegrating vectors
equal number of variables. So, all the variables must be stationary in the first place, which
implies a VAR in the levels.

Source: Authors’ Calculate

In all VECM models presented in Table 5, negative and significant ECT coefficients indicate
adjustment towards long-run equilibrium, even in the RCEP, India, and UK models where
cointegration results show no long-run relationship. These results highlight a convergent
cointegrating relationship among MPI, EX, IM, and EX-fin with trade group partners. Specifically,
RCEP, India, CPTPP, the US, the UK, China, and the UK+China models exhibit pronounced
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convergent relationships at a 1% significance level, with respective values of -0.2993, -0.1717, -
0.2889, -0.2486, -0.3302, -0.1691, and -0.1857. Interpreting these values reveals the speed of
adjustment toward long-run equilibrium, with the RCEP model suggesting a monthly adjustment
speed of approximately 29.93%. The UK's supply chain link demonstrates the fastest adjustment
at 33.0%, while China's link shows a slower adjustment at 16.9%. Notably, the China and the
UK+China VECM models exhibit higher R-squared values at 0.572 and 0.574, implying that
approximately and 57.2% and 57.4% of the fluctuations in Thai manufacturing production can
be explained by the VECM model.

When examining the significance of coefficients to confirm that the variables response to
each together when there is a change to one variable in the long run and that the signs of
coefficients are negative to illustrate a conversion to the long-run equilibrium relationship. the
results are categorized into two groups. The first group corresponds to the increase of Thai
exports of intermediate goods (EX), resulting in a decline in Thai production (MPI) within the
CPTPP and US models, as production factors are diverted for export. Meanwhile, the second
group, marked by an increase in Thai exports of finished goods (EX-fin), influences MPI in the
opposite direction within the China and UK+China models, likely influenced by China's

dominance. This is because finished goods serve as production inputs in Thailand.

Table 5 Results of VECM Long Run of MPI

Coefficient of Cointegrating Equation

Model ECT R-squared
MPI (-1) EX (-1) IM(-1) EX_fin(-1) C
1.RCEP? -0.0000 -0.0000 0.0000 0.0000%*** -135.3008 -0.2993*** 0.5521
2.India? 1.0000 -0.0000 0.0000%** 0.0000%*** -112.3143 -0.1717*%* 0.4228
3.CPTPP 1.0000 0.0000%*** -0.0000 -0.0000 -97.0403 -0.2889*** 0.4831
4.UsS 1.0000 0.0000%*** 0.0000 -0.0000 -125.6705 -0.2486*** 0.4266
5.UK? 1.0000 0.0000 -0.0000 0.0000%*** -118.3767 -0.3302*** 0.3911
6.China 1.0000 -0.0000 -0.0000 0.0000%*** -71.4874 -0.1691*** 0.5724
7.UK+China  1.0000 -0.0000 -0.0000 0.0000%*** -91.6977 -0.1857*** 0.5744

Notes: 'ECT is Error Correction Term, “No Cointegration, *Full rank, (**) Significant at the 1%.

Source: Authors’ Calculate (See Calculation Details in Appendix)

Results of VEC Granger Causality for short-run causality
Table 6 presents short-run causality among the variables in these models, as identified
through VEC Granger Causality/Block Exogeneity Wald tests. The p-values, at 1%, 5%, and 10%

significance levels, reject the null hypothesis of 'no short-run causality," indicating the existence
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of causal relationships among the variables. The causality analysis, using the VECM model,
classifies relationships into three types: no causality, bi-directional causality, and uni-directional
causality. In bi-directional causality, the explanatory variable influences the dependent variable,
and vice versa, suggesting a simultaneous response from both variables.

All models have identified numerous short-run relationships. In general, Thailand's supply
chain reveals robust bi-directional short-run and backward linkages across all trade groups. This
indicates not only one-way effects but also reciprocal interactions between Thailand and its
trade partners, particularly involving MPI and Imports. When comparing the supply chain
relationships of Thailand among trade groups, it is evident that Thailand and China have the
strongest ties, with seven relationships, followed by the UK+China with the same number of
relationships, emphasizing the influential connection between Thailand and China. In
descending order, RCEP and India have six relations, CPTPP has five relations, the UK has four
relations, and the US has the weakest with three relations. These findings suggest that Thailand
has stronger supply chain linkage with Asian countries compared to others, such as CPTPP, the

US, and the UK.

Table 6 Results of VEC Granger Causality for Short-run Causality

Variable  Dependent: MPI Dependent: EX Dependent: IM Dependent: Ex-fin

EX IM* EX-fin®  MPI* IM* EX-fin®  MPI* EX! EX-fin®  MPI  EX! IM*

VECM (F (B) (F (F 0] (No) (B) 0] 0] (F (No) ()
1.RCEP? Bi Bi Uni Bi Bi Uni

2.India? Bi Uni Uni Uni Bi Uni
3.CPTPP Bi Bi Uni Bi Bi

4.Us Uni Uni Uni

5.UK? Bi Uni Bi Uni
6.China Uni Bi Uni Bi Bi Uni Bi
7.UK+China Uni Bi Uni Bi Bi Uni Bi

Notes: Uni is uni-directional causality, Bi is bi-directional causality, Empty blanket is no causality;
(F) is forward linkage, (B) is backward linkage, (1) is intra-industry trade, (No) is no meaning of
indirect effect; 1Explanatory variable, “No Cointegration, *Full rank

Source: Authors’ Calculate

The Asian models exhibited a comparatively higher number of relationships than other
models. Particularly, the model involving China within RCEP, alongside China and the UK+China,

exclusively showed both forward and backward linkages with uni-directional and bi-directional



244 Tasawan Khao-uppatum and Santi Chaisrisawatsuk

short-run relationships, all involving MPI, Exports, and Imports. This suggests that Thailand and
RCEP are integral components of the supply chain, displaying a two-way relationship between
Exports-MPI and Imports-MPI. Additionally, there is a uni-directional relationship, signifying a one-
way impact between two pairs of variables. In the supply chain relationship between Thailand
and China, Thailand and the UK+China exhibit identical linkages with seven pairs of variables,
showing robust backward and intra-trade linkages. In the Thailand-India supply chain, India
serves as a backward linkage for Thailand with bi-directional impact via Imports-MPI. Additionally,
there is forward linkage and uni-directional impact, with Exports-fin influencing MPI, MPI and
Imports impacting Exports, and Imports impacting Exports-fin.

Other models exhibit a relatively lower number of supply chain relationships with Thailand,
including CPTPP, the US, and the UK. The Thailand-CPTPP supply chain features both backward and
forward linkages with bi-directional impacts via Imports-MPI and Exports-fin-MPI, while MPI has a
significant one-way impact on Exports. The Thailand-UK supply chain demonstrates backward linkage
with bi-directional effects between Imports-MPI and uni-directional effects via Exports-fin on Exports
and Imports on Exports-fin. The US exhibits the weakest supply chain relationship with Thailand,
characterized by uni-directional linkages both forward and backward. This involves Exports-fin

influencing both MPI and Exports, and MPI influencing Imports.

Conclusion and Policy Implication

This paper investigates Thailand's position in GVCs and explores supply chain linkages
under the RCEP and CPTPP regional economic integration. Utilizing the GVCs framework and
VECM with Granger causality test, the study addresses data limitations with the former's reliance
on annual TIVA data causing a one or two-year lag and the latter's use of monthly trade data
for more current results.

Key findings from the GVCs framework regarding Thailand's position in GVCs between 1995
and 2018 indicate a moderate increase in Thailand's VS index (backward linkage), indicating
enhanced integration of foreign inputs. However, its GVC participation (forward linkage) remained
relatively steady. In contrast, Vietnam exhibited significant progress in both forward and
backward integration. Thailand's involvement in the global supply chain, via trade and
investment, seems to be lower compared to Vietnam's, as indicated in Zhao (2018), where
Thailand had lower value chain participation indices than Vietnam (Figure 2). This variation can

be partially several attributed to Vietnam's aggressively pursue economic integration over the
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past decade which leads to competitive advantage in production costs, attracting foreign as well
as local investments in industries and hence, extensively moving up it’s position in global
production chains. Vietnam's ascent as a production hub commenced with its WTO accession
in 2007 and was further accelerated by the Vietnam-South Korea FTA in 2015, along with the
Vietnam-EU FTA in 2020. These findings confirm the study by Ye et al. (2015), which highlights
the benefits of GVC participation in developing countries.

The study further examines the impact of RCEP, CPTPP, and potential new members on GVCs,
highlighting their substantial influence on global and GVC trade. The intra-bloc GVC analysis
emphasizes robust supply chain connections within RCEP and CPTPP blocs, with implications for
non-member nations like the US, UK, Thailand, and China. The research suggests that, as an ASEAN
member, Thailand is deepening its GVC participation, and joining CPTPP could provide additional
benefits for stronger global trade linkages. This is consistent with previous studies, Mukherjee and
Goyal (2016) and Pananond (2013) for instance, that trade bloc integration such as FTA, and other
terms of economic cooperation can contribute significantly in a country's involvement in GVCs, and
thus productivity as well as competitiveness enhancement.

Results from the VECM confirm significant long-run relationships among Thai production
(MPI), imports of intermediate goods (IM), and exports of intermediate (EX) and finished goods
(EX-fin), with the exception of RCEP, India and the UK models. Negative and significant ECT
coefficients across the models indicate an adjustment toward long-run equilibrium, highlighting
convergent cointegrating relationships between Thailand's production and trade with its
partners. In essence, change in Thailand's production corresponses to both intermediate and
finished goods trade which once again demonstrates how the country participate in GVC.
Consequently, a shock on trading partners’ exports and imports could resulted in some
adjustment of Thailand manufacturing production. In this perspective, diversification of trade
could have an essential role for Thailand international trade resilient by mitigation of external
risks. Among the models, the CPTPP, the US, China, and the UK+China models show distinct
convergent relationships, with the CPTPP model exhibiting the highest speed of adjustment
toward long-run equilibrium and the China model showing the lowest speed. The China and
the UK+China models demonstrate higher R-squared values, indicating a greater explanatory
power for fluctuations in Thai manufacturing production, underscoring the close linkages of
Thailand's supply chain with China and China-inclusive trade groups.

Furthermore, VEC Granger Causality results short-run causal relationships among variables in

the models. Thailand's supply chain exhibits strong bi-directional short-run and backward linkages
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across all trade groups, with the strongest connections observed between Thailand and China,
followed by the UK+China. While RCEP and India show significant relations, CPTPP, the UK, and the
US display weaker linkages. Asian models, particularly those involving China within RCEP,
demonstrate a higher number of relationships, underscoring their integral role in Thailand's supply
chain. Uni-directional and bi-directional linkages, along with backward and intra-trade connections,
emphasize the complexity of Thailand's supply chain dynamics across Asian trade groups.

Thailand has, over past decades, served as a production hub and a base for multinational
corporations (MNCs) in sectors such as automotive and electrical appliances, playing a significant
role in GVCs through both forward and backward linkages. Empirical evidence from both
methodologies consistently indicates that Thailand possesses strength in backward linkages
within the supply chain. This highlights a reliance on sourcing foreign inputs through imports
from Thailand’s trade partners, notably China and groups in which China is involved, as opposed
to other nations. However, there remains uncertainty in Thailand's forward linkages, signaling an
unstable supply of Thai products through exports to various trade partners. This suggests a
potential decline in Thailand's position in the global supply chain for both intermediate and
finished products.

Two policy implications emerge: Firstly, Thailand has weakened its position in GVC and
supply chain links for the production of intermediate and finished goods, relying significantly on
imported inputs. This indicates a dependence on foreign sources for goods production,
emphasizing the urgent need to enhance Thailand's domestic production efficiency and
capabilities to prevent further deterioration in its position. Thailand's integration into global
supply chains hinges on attracting foreign investors in more advanced technology industries like
automobiles, electronics, and appliances. This would seamlessly rationalized embed Thai
production into the global chain, leveraging a network of investment reliant on production base
on factors from various countries via exports and imports of intermediate goods. Secondly, with
a focus on RCEP and CPTPP, these policies carry significant importance as linkages with GVC,
especially if new potential members are added. Notably, the inclusion of China in CPTPP
demonstrates a more substantial and impactful supply chain effect on Thailand compared to
the addition of the US or UK. This underscores the potential benefits for Thailand in aligning
with GVCs and establishing a robust supply chain, particularly through its association with CPTPP

and the inclusion of China.
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This study examines Thailand's overall production chain with its trading partners,
indicating a lack of evidence regarding the significant role of RCEP in Thailand's production and
trade, despite its importance in the country’s competitiveness and productivity improvement.
For a public policy perspective, some recommendations for further research could delve into
specific sub-industries like automotive manufacturing, electrical appliances, electronics, and
food production, as these are the major economic sectors for Thailand and are all facing huge
challenges in technological progress and structural change. Additionally, incorporating Foreign
Direct Investment (FDI) into the model can help trace the supply chain loop influenced by
foreign direct investment. Such analyses could elucidate some explicit links in the production

chain, facilitating the development of industry-specific policies aligned with each trade group.
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ABSTRACT

The objective of this academic article is to provide a basic financial planning guide for
newly graduated naval officers from the Naval Academy in Thailand. It aims to equip these naval
officers with knowledge and understanding of the meaning and significance of financial planning,
allowing them to adapt and apply this knowledge according to their specific needs and
circumstances. Naval officers who graduate from naval school will receive a starting monthly
salary of no less than 15,000 baht. As they receive higher salaries and gain more independence
in decision-making compared to their time as naval cadets, it is highly essential for these naval
officers to have financial knowledge related to financial planning and apply it for their benefit.
Establishing financial planning guidelines should start with having basic financial knowledge and
understanding the benefits of financial planning, clarifying why we are doing it. In the
fundamental principles of financial planning, it is essential to create a personal budget and cash
flow statement to assess your overall financial well-being. Starting with setting financial goals
using the SMART framework (S = Specific, M = Measurable, A = Achievable, R = Realistic, T =
Time-bound) is an effective way to establish financial objectives. Afterward, we can create a
basic financial plan to evaluate our net worth and develop a simple cash flow statement to
understand our income and expenses. Also, by understanding the use of Government pension
fund and defined benefit plan from the government as one of the investment vehicles, we can
predict a rough outcome as a result. A good financial plan enables us to achieve our life goals.
Each individual's financial plan may vary based on their circumstances and personal situations,
but the underlying principles of financial planning remain consistent or similar in their

application.
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Objective

The objective of this academic article is to provide a basic financial planning guide for newly
graduated naval officers from the Naval Academy. It aims to equip these naval officers with
knowledge and understanding of the meaning and significance of financial planning, allowing

them to adapt and apply this knowledge according to their specific needs and circumstances.

Theory and Academic Principal

1. The meaning and importance of personal financial planning.

Personal Financial planning is the process of achieving one's life goals by effectively
managing and strategizing their finances, tailored to each individual's specific needs and
circumstances. The reason why personal financial planning is so important is that it promotes
stability by developing overall financial strategy that encompasses all relevant aspects of an
individual's planning needs. This comprehensive approach is often referred to as
"Comprehensive personal Financial Planning." It not only covers various financial aspects but
also addresses and aligns with the unique requirements and goals of each individual.

According to Biswajit Acharjya and Subhashree Natarajan (2018), we can observe that the
most important theory on decision-making in financial investment within the context of Personal
Financial Planning is grounded in the principles of Modigliani, Markowitz, and Becker. Personal
Financial Planning involves individuals achieving their goals by efficiently utilizing their capital.
Modigliani and Markowitz's contributions focus on portfolio theory and risk management,
emphasizing the importance of diversification. Becker's work likely addresses human capital,
considering investments in education and skills as essential components of financial planning.
Together, these theories provide a comprehensive framework for individuals to optimize their
financial decisions and achieve their anticipated goals. According to David et al (2016), financial
planning extends beyond solely making decisions to accumulate wealth. It involves
comprehensive planning across various aspects, including managing cash flows, insurance, tax,
estate planning, and education planning. The emphasis is on a holistic approach that considers
multiple facets of an individual's financial situation rather than focusing solely on wealth
accumulation. Lisha Huang (2016) outlined specific guidelines for financial planning tailored to
college graduates, with a particular focus on ensuring financial safety for informed decision-
making. The details of these guidelines are not provided, but it suggests that Huang's work

addresses the unique financial considerations and challenges faced by individuals who have
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recently graduated from college. The emphasis is likely on providing practical advice and
strategies to promote financial security and prudent decision-making in the early stages of one's
professional life.

Furthermore, Modigliani et al. (1954) proposed the Life Cycle Hypothesis regarding
individual consumption and saving decisions. Altfest (2004) later identified this theory. According
to Life Cycle Hypothesis, individuals' expenditure and saving decisions are not just based on
yearly requirements but on their overall lifetime earnings and spending behavior. Kotlikoff et al.
(1982) suggested that individuals should start saving from a young age, considering their lifetime
requirements. They identified Social Security, or in our case, the Government Pension Fund, as
a crucial factor for the financial welfare of the elderly, based on the Permanent Income
Hypothesis postulated by Milton Friedman (1957). Mittra et al. (2002), Dalton (2003), and Dalton
et al. (2003) utilized Modigliani's Life Cycle Hypothesis theory to determine the amount one
should invest to meet future retirement consumption. Lahey et al. (2003) examined the impact
of retirement on an individual's financial wealth and found minimal difference in net wealth
between retired and non-retired individuals. Retired individuals tended to have more financial
assets. Furthermore, 40% of post-retirement income was contributed by other household
relatives. Schoeni (1997) conducted an empirical analysis of family support, revealing significant
income and time transfers within the same family. Overall, these studies contribute to
understanding financial planning and retirement considerations based on Modigliani's Life Cycle
Hypothesis and related theories.

A comprehensive financial plan typically includes the following components:

1.1 Personal Budget and Expense Planning: This involves creating a budget to manage
your personal income and expenses effectively. It helps in tracking your financial transactions
and ensuring that you live within your means.\

1.2 Investment Planning: Investment planning is about setting investment goals,
selecting appropriate investment vehicles, and creating a diversified portfolio to help grow your
wealth over time. This component helps you achieve long-term financial goals.

1.3 Risk Management and Insurance Planning: This aspect of financial planning
involves evaluating potential risks and determining the need for insurance coverage. It ensures
that you are adequately protected against unexpected events, such as illness, disability, or loss

of income.
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1.4 Retirement Planning: Retirement planning is about setting financial goals for your
retirement years, estimating how much you'll need for retirement, and creating strategies to
accumulate sufficient savings to retire comfortably.

1.5 Tax and Estate Planning: Tax planning involves optimizing your tax situation to
minimize your tax liabilities and maximize after-tax income. Estate planning deals with the
distribution of assets and inheritance, ensuring your wealth is transferred as you wish while
minimizing potential taxes and legal complications.

A comprehensive financial plan covers every stage of an individual's life, from the time
they start earning income until they pass on their assets to loved ones or beneficiaries. This
planning process ensures financial security and well-being throughout one's life and beyond.

Naval officers who have recently graduated from a naval school and are beginning to
receive higher incomes and advancing in their government careers can significantly benefit from
having basic financial knowledge and the ability to create a simple financial plan to increase
their financial well-being gradually. It's not necessary for these newly graduated naval officers
to have in-depth financial knowledge in every aspect. Having a basic understanding of financial
matters is sufficient, as deep expertise may require a considerable amount of time and
experience to acquire. When faced with financial challenges in areas they are not familiar with,
seeking advice from financial experts is often the best solution, rather than attempting to learn
everything on their own.

2. Financial Goal Setting

Financial goals can be categorized into three types:

2.1 Short-Term Financial Goals: These goals typically have a timeframe of less than
3 years. Short-term financial goals are often set to enhance one's immediate comfort or address
general needs. For example, purchasing a new car or buying household appliances that are
needed.

2.2 Medium-Term Financial Goals: Medium-term financial goals typically have a timeframe
of about 3 to 7 years. These goals are set to improve the quality of life for oneself and one's
family. Examples of medium-term financial goals include planning to buy a house or real estate
property.

2.3 Long-Term Financial Goals: Long-term financial goals generally require more than

7 years to achieve. A common example of a long-term financial goal is retirement planning.
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These goals are aimed at securing one's financial future and achieving financial independence
in the long run.

Categorizing financial goals into these three types helps individuals prioritize and plan
their finances effectively, taking into account different timeframes and objectives.

3. SMART Framework

Once we have set financial goals that align with their respective timeframes, it’s
important to understand the characteristics of well-defined financial goals. These characteristics
often follow the SMART framework:

3.1 Specific (S): The goal should be clear and specific, leaving no room for ambiguity.
You should know exactly what you want to achieve and why it’s important. For example,
“Saving THB 10,000 for a down payment on a new home.”

3.2 Measurable (M): A good financial goal should be measurable, allowing you to track
your progress. You should be able to determine if you are getting closer to achieving the goal.
For instance, “Saving THB 500 per month for the down payment.”

3.3 Achievable (A): The goal must be realistic and attainable within your financial
capabilities. It should be challenging but not so ambitious that it becomes unattainable. For
example, “Increase my monthly savings by 10%.”

3.4 Relevant ®: The goal should be relevant to your life and financial situation. It
should align with your values, needs, and long-term objectives. An example could be, “Invest
in an education fund to secure my child’s future.”

3.5 Time-Bound (T): There should be a clear and specific timeframe for achieving the
goal. Without a deadline, it can be easy to procrastinate. For instance, “Saving THB 10,000 for a
down payment on a new home within three years.”

By following the SMART framework, you can ensure that your financial goals are well-
defined, making it easier to work towards and achieve them effectively.

Sometimes, achieving financial goals may involve multiple paths or strategies.
Financial planners need to assess all available financial planning options to consider their pros,
cons, and limitations. They must also track and review the financial plan regularly, at least once
a year. The reason for this ongoing review and assessment is to adapt to changes in the
individual’s financial circumstances and external factors, such as economic conditions or
relevant regulations. It also helps identify any flaws or errors in the plan that may have been

overlooked. This continuous monitoring and revision process is crucial for maintaining a
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successful financial plan and ensuring it remains aligned with the individual’s changing financial
situation and goals.
4. Government Pension Fund and Defined Benefit Plan

Under the assumption that the newly graduated naval officers will serve in the military
until retirement, they will have the option to receive a gratuity or a pension. These benefits are
provided by the Ministry of Finance and are accompanied by contributions from the Government
Pension Fund.

For naval officers who have been commissioned into service since September 27,
1996, they are required to participate in the mandatory savings scheme with the Government
Pension Fund. The contribution to the Government Pension Fund can range from a minimum
of 3% to a maximum of 30%, and the government will also contribute to the fund according to
certain criteria. The funds accumulated in the Government Pension Fund are invested based on
the risk tolerance and investment plan chosen by the fund participants. They have the flexibility
to adjust their investment plan up to 12 times a year. This system provides a retirement savings
mechanism for naval officers, with both individual and government contributions, allowing them
to build a financial cushion for their retirement years.

In addition to the benefits received from the Government Pension Fund, there is also
the option to choose between receiving a lump sum or a pension benefit from the Ministry of
Finance. The eligibility for these benefits will be determined as specified. For a lump sum
calculation, the process remains the same. However, there have been changes in the calculation
of the new pension benefit scheme for naval officers who have been commissioned into service
since September 27, 1996. The new calculation method for pension benefits is as follows: The
pension is calculated based on the number of years in service, multiplied by the average
monthly salary from the last 60 months of service, and then divided by 50. The resulting pension
amount must not exceed 70% of the average monthly salary from the last 60 months of service.
This means that the new pension scheme differs from the previous one, which was calculated
based on the years of service, multiplied by the monthly salary from the last month of service,
and divided by 50. The change in the calculation method affects the pension amount and may
result in a lower pension when compared to the previous calculation method.

It has been observed that the format of receiving retirement benefits has changed in
terms of the risk associated with the expected amount of money to be received. For naval

officers who have been commissioned into service since September 27, 1996, they will receive
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retirement benefits from the Government Pension Fund, and there is a risk associated with
whether the investment of the fund will be able to meet their financial goals. In contrast, the
traditional retirement system places all the risk on the Ministry of Finance, where they are
responsible for providing the retirement benefits to eligible individuals without reliance on
investment returns.
5. Financial Tools.
5.1 Financial tools for personal liquidity management.

Financial tools for personal liquidity management are characterized by their ease
of conversion to cash, low return rates, and low risk. Liquidity planning is crucial because liquidity
is what we use for our day-to-day expenses. The minimum recommended level of liquidity
should cover about 1-2 weeks’ worth of daily expenses. Additionally, it’s advisable to maintain
an extended level of liquidity, roughly 3-6 times your monthly expenses, to account for
unexpected events or emergencies, such as sudden illness or medical expenses. It’s also
essential for saving for future high-value purchases or experiences, like planning vacations or
making significant planned purchases. Sometimes, having excessive liquidity may result in lower
returns, especially when funds are kept in low-interest savings accounts. High liquidity can also
lead to impulsive spending, where individuals spend without planning and end up buying things
they didn’t need.

The principles or options for managing liquidity include:

1) Avoiding both extreme scarcity and excessive surplus of funds to ensure a
balance between the need for cash and the opportunity for investment.

2) The ability to convert assets into cash quickly without significant changes in their
value. These principles emphasize the importance of maintaining an appropriate level of liquidity
while also ensuring that assets can be quickly and easily converted into cash when needed.

When comparing financial management options, we can evaluate them based on
three factors:

1) Rate of Return: The rate of return in financial options considers both the nominal
rate of return and the effective rate of return. The effective rate of return takes compounding
into account, reflecting how often interest is calculated.

2) Tax Implications: Each investment option may have different tax implications,
including tax exemptions or varying tax rates. To make a fair comparison, the rate of retumn

should be adjusted to account for the effect of taxes.
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3) Risk: Risk in holding cash or deposits refers to the risk of not receiving the
principal and expected returns due to economic conditions impacting the financial institutions
we deposit funds with. It also considers the price fluctuations of assets, which may occur when
investing in money market mutual funds.

These factors are essential to consider when evaluating financial options to
ensure a comprehensive and accurate assessment.

5.2 Financial Tools for Credit Management.

Sometimes, we may need to incur debt for various reasons, including:

1) Consumption: This occurs when our expenses do not align with our income
timing. For instance, your salary might come at the end of the month, but your expenses arise
at the beginning or middle of the month.

2) Convenience: Using credit cards for purchases can be convenient. People often
use credit cards to accumulate reward points and benefits for future use.

3) Contingency: In some situations, you may not anticipate an unexpected
expense, such as a sudden medical emergency. In such cases, you might need to have a reserve
of funds, which may require taking on temporary debt.

In general, types of credit can be divided into two categories:

1) Short-term Credit: This type of credit has a repayment period of less than 1
year. Short-term credit can be further categorized into two types:

(1) Closed-end Credit: This type of credit specifies the borrowed amount and
sets a definite repayment period. For example, home improvement loans.

(2) Open-end Credit: Open-end credit sets a maximum credit limit, and
withdrawals can be made continuously as long as they do not exceed this limit. Credit cards
are an example of open-end credit.

2) Long-term Credit: Long-term credit has a repayment period exceeding 1 year.
Long-term credit is detailed in contracts and specifies the purpose of the loan, the principal
amount, and the terms of interest repayment. It is often used to finance high-value assets such
as homes or cars. Long-term credit can be categorized based on two factors:

(1) Interest Rate Type:

- Fixed Rate Loan: The interest rate remains constant throughout the loan term.

- Floating Rate Loan: The interest rate can change over time based on market conditions.

- Mixed Rate Loan: This type combines both fixed and floating interest rates

during the loan term.
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(2) Collateral:
- Unsecured Loan: These loans do not require collateral.
- Secured Loan: These loans require collateral as security.

These categories provide a framework for understanding and managing different types
of credit depending on your financial needs and the terms of the loan.

The factors used in making decisions to choose financial services from financial
institutions include the following:

1) Cost Factor: When considering the cost factor for receiving services, it’s essential
to take into account the fees and minimum cash requirements associated with borrowing as
agreed upon.

2) Convenience Factor: Regarding the convenience of accessing services, you
should assess factors such as the location of branch employees and the services available.
Evaluate your satisfaction level with these aspects compared to other financial institutions.

3) Consideration Factor: In terms of other relevant factors, you may also consider
elements like personal attention and additional financial advice.

6. The process of preparing a personal financial statement.

The process of preparing a personal financial statement involves creating two main
components: Personal Balance Sheet and Personal Statement of Cash Flows.

A Personal Balance Sheet is a financial statement that provides an overview of an
individual’s financial position at a specific point in time. It reflects the assets, liabilities, and
equity (also referred to as net worth) held by the individual. The balance sheet equation is as
follows:

Assets = Liabilities + Equity (or Net Worth)

7. Personal Balance Sheet Definitions
Asset: An asset is a resource with economic value that an individual, corporation, or
country owns or controls with the expectation that it will provide a future benefit. Assets can
be categorized as follows:
1) Current Assets: These are assets that are easily convertible to cash within a year.
Examples include cash, various types of deposit accounts, and money market funds.
2) Investment Assets: These are assets used for investment purposes. Examples
include debt securities (indicating ownership of a company’s debt), equity securities (indicating

ownership of a company), and mutual funds.
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3) Personal Assets: Personal assets include items such as primary residences,
jewelry, vehicles, and personal collections.

4) Other Assets: This category covers miscellaneous assets, including intangible
assets like patents and copyrights, as well as ownership of shares in general companies.

Liabilities: Liabilities are debts or obligations that an individual owes to someone else.

They can be classified into:

1) Short-Term Liabilities: These are debts that are due to be paid within one year.
Examples include credit card balances and short-term loans.

2) Long-Term Liabilities: These are debts that have a repayment period of over
one year. Examples include mortgages and long-term loans.

Equity/Net Worth: Equity, also referred to as net worth, is the residual interest in the
assets of an entity after deducting liabilities. In the context of a personal balance sheet, it
represents the individual's net wealth or ownership in their assets. Equity is calculated as Assets
minus Liabilities.

The Personal Balance Sheet provides a snapshot of an individual's financial situation,
showing how their assets are financed by liabilities or equity. It is a valuable tool for assessing

one's financial health, tracking changes over time, and making informed financial decisions.
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8. Personal Statement of Cash Flows
The Personal Statement of Cash Flows is a financial statement that shows an
individual’s cash inflows and outflows, providing insights into their spending and income
patterns. It helps in forecasting future cash flows.
8.1 Cash Inflows:

Cash Received: This category includes all cash inflows, such as salary, interest
income, dividend income, rental income, or proceeds from asset sales.
Cash Outflows

1) Savings and Investment: This section accounts for cash outflows related to
saving and investing, which are crucial for building wealth. Examples include contributions to
retirement accounts, investment purchases, and savings deposits.

2) Fixed Expenses: Fixed expenses represent recurring, predictable cash outflows
with consistent amounts. These may include rent or mortgage payments, insurance premiums,
and mandatory government pension fund contributions.

3) Variable Expenses: Variable expenses are irregular, difficult to predict, and can
vary in amount. Examples include food expenses, travel expenses, utilities, and discretionary
spending.

4) Debt Repayment: If an individual has debts, this category includes the
repayment of loans, credit card balances, or any other outstanding debts.

5) Unforeseen Expenses: This includes unexpected or emergency expenses that
may arise, such as medical bills or vehicle repairs.

8.3 Net Cash Flow

Net cash flow is the result of subtracting total cash outflows from total cash
inflows. A positive net cash flow indicates a surplus, which can be used for savings, investments,
or debt reduction. A negative net cash flow suggests a deficit, requiring adjustments such as
selling assets or borrowing to cover expenses temporarily.

The Personal Statement of Cash Flows is essential for analyzing how an individual
manages their cash and for making informed financial decisions. By tracking cash inflows and
outflows, individuals can gain better control over their finances, understand their cash position,

and plan for future financial goals.
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Discussions and Conclusion

In summary, when naval officers graduate from the naval academy, they start with a
minimum monthly salary of 15,000 Baht, with potential for increases based on their years of
services. To build wealth successfully, these officers need proper financial planning. Basic
knowledge about financial planning is essential to understand their financial situations. Having
fundamental financial literacy allows them to create a personal balance sheet and statement
of cash flows, which are crucial for assessing their financial status.

A good financial plan should start with gathering accurate, complete, and clear data.
Once this data is collected, they can set clear goals for themselves following the SMART
framework criteria. This sets the foundation for financial planning and working towards achieving
each set goal. Ultimately, the aim is to create wealth and financial stability for themselves and

their families.

Recommendations

1. Provide financial education or include financial planning courses as part of the
curriculum during naval officer training in the naval academy.

2. Raise awareness about the importance of financial planning among the naval officers.
Highlight the advantages and disadvantages of financial planning compared to not having a
financial plan.

3. Government agencies involved should create sample financial plans for new military
personnel to use as a guideline for financial planning. These plans should be regularly updated
to suit changing circumstances.

4. Invite representatives from the Government Pension Fund to provide information
about the mandatory savings scheme for new government employees. This will help them
understand the system and its implications as they plan their finances.

5. Set Clear Financial Goals: Start by defining your short-term and long-term financial
goals. Whether it's buying a home, saving for retirement, or paying off debt, having clear
objectives will guide your financial plan.

6. Stay Disciplined: Stay committed to your financial plan, even when faced with temptations
or obstacles. Consistency is key to achieving your financial goals.

7. The suggested basic personal financial plan for newly graduated naval officers
emphasizes the need for ongoing validation through fresh research or experimentation as time

passes. Recognizing that financial landscapes and individual circumstances evolve, regular
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reassessment and validation of the financial plan are essential to ensure its continued relevance
and effectiveness. This approach reflects an understanding of the dynamic nature of personal

finance and the importance of adapting strategies to changing conditions and emerging insights.
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ABSTRACT

Eastern Economic Corridor (EEC) development is a government policy aimed at boosting the
economy of Thailand by promoting three provinces in the eastern region, namely Chonburi,
Chachoengsao, and Rayong. This study explains the impact of the EEC on foreign direct investment
(FDI) to Thailand through descriptive analytics and the gathering of data and statistics.

The study found that the EEC helped attract more FDI into Thailand because it is an
important investment promotion policy of Thailand. This can be observed in the rising number
of projects and investment values requesting investment promotion in the EEC, which has a
clear trend of increasing since 2018. After the establishment of the EEC, the average number
of projects increased from 310 projects per year to 542.83 projects per year and the average
investment value increased from 174,729.53 million baht per year to 379,338.28 million baht
per year. Furthermore, the registered capital of foreigners applying for investment promotion in
the EEC has increased compared to the period before the EEC was established.

To attract increased FDI sustainably, the study recommends that the Board of Investment,
which regulates and promotes investment in Thailand, review its policies and benefits to
respond to the rapid changes in the world's situation. Public relations should also be
accelerated so that foreign investors know the necessary information that shows Thailand's
readiness to promote its economic development. This will help build a positive image of

Thailand and encourage more FDI in the future.

Keywords: Eastern Economic Corridor: EEC, Foreign Direct Investment: FDI
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#ia1: United Nations Conference on Trade and Development; UNCTAD (2023)
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wamwiAvnanzJusen (EEC) lalduiufsunumuasannud1Anyeen1saamulagnseann
maUsmafidingussmelne Jdldfinseeninpsnislunmsdaaiunisanplasassanieussmealidn
wawulu 3 Jwdanglawaimunfiiavnangiueen lngdeyandrinauaunssunisduasunis
awmu (80N) fmusfamathvnsluasiaufiaynang fuoen fo nduismsiléinaluladtugedsd
anudfienIsiindaruannsalunsutuvesUsama Tagldfinsliansuazyselanisngg L
wluansuazUseloviduiiugu uazAvsuasUseloviiuihu wietdumsgdlanaziagelvidnasuain
AaUseinadnawulaeasshuwaimunfivivniangiuean (@nwe., 2566: saulatl)

9ndinaundiedu aziuldiinisamulasnssaindnsssmadunumuaganuddgde
\swgRivveUsemelng wazdudsiinansysemainlansaudsfuiilumsdaasuuazagalvidnanmu
nnisUszmmdeniazluamulasnsdulssmavomu dmsulsumalngldfinmsdagaduniam
fueunang fusen Tusauad w.e. 2561 uazdsadldsumsatuayuduaiueswioidesainmisey
mafsietes Saduiuesnnuddgfissfnndinnuimiivesmsdniulassnisniam
fumyniany Tuoen Tnslomeludiuvessanssnuiifndufumsamulasnssandssana nsfnwil
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G
Y
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VU UaTUUIAATUNITIATIEN
nauiuazuuiAananildluniseSuisnaresunnsnisdaaiunisasmuvesussinag sy
n13amu (Host Country) Aifisenisamulnenssainialszina Ussnause 2 4o loun
1. Ny Eclectic Paradigm %38 OLI Theory

nguidnanfsanulfivieundn 3 Usznns flaevlimhegshednaulaseniuamulaensy
TugnsUsewna lawn (Chen, 2015)

1.1 anulduSousunnuduid1ves (Ownership Advantage) 1unsdiiniegsad
#ndulavenluamulngnsslusisUssma fanallfiusulususiunanann viefidununismaniisini
sufensiissdumeluladilsiuie

1.2 AnalldiuFeuduunasiiss (Location Advantage) Wunsifivihegshedidadulaseniy
asplaeasdluinasena fenuldiuounnneamululssmaiaselienuldivieuluiusun
nan nsilegvaamineinsvselademndn uwarulovigduaiuainniaigvesdsenagsunisamny
(Host Country) @slunsil fazasatunisiivssmalnedinseanulovieniemnsnisduaiunisasmu
Tunitaunfieuniany Tueen FugaoliiAndunuldiuiouduunasiidsdmivmiegsiaan
maUszmafidaduladunamulaenssdunianfieemany fuson

1.3 anwldiu3sunislu (ntemalization Advantage) Wunsdifiniagssfafidadulasenld
amulasnsslusUssna fanuldieunelussinsfifaiunnmsiieenluvhnssdsluseusina
inninanmsHannglulsEmAveInLes

2. wurRnladendnuazUadufsgn (Push-Pull Factors)

$198997n UNCTAD (2006) filfesunedadnielulseimegasmu (Home Country) findnsy
Timiiegsiadndulaeenlyamulaensdudiauseina uazdadevessemed Sun15aamu (Host
Country) fifspalvinthegsianndUssmadinduladunamulasnsdulssimavesau Selunsdd
msivszmalneiinseenulovieniesnnsnmsdaaiunisamulusianniitey mans Suoonazidy

Uadufena (Pull Factor) Jadenils Niavdeyslaldviiugsiaaind1eussmarianisanaulaidim

amulagnssluainunfilavaane fusenvesusemelnediuuiniuy

ad =
BMsAne
nsAnwagldnisiinseideyaidanssaun (Descriptive Analytics) franisifiusausindeya

waraiAnneg Magates Weasureransynuminiuludewy wavdnvindudoausiunidaulauns
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Ingunasdayananitddsy lawn drinauanenssunisduaiunisamu drdnnanenssunisulovie
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WANAIUNALALNIANLTUDBN SUIANSWIIUSENALNY way United Nations Conference on Trade and

£% =2

Development (UNCTAD) tludu waznsanwiuasilfiveuwnnisnwianiznansynuluilosdures

waRRlAYAAne TueenlidensamulagnsindnUsemandngussmealne vty



2712 UUGTY 31079359 Uay NUANT ITYsUTEIATY

nmsassideya
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dauil 1 wmsnisdusBunsasululaiaRiAwaIan Susean (EEC)

Aamahmnglueaianfieuniang fueen fio nquiansillineluladtugsdadanuddy
denaiiudannuannsalunsudstuvosssna Tnsdesdslasaniseglu 3 Samdn ldud vays
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WINNTTUNITUNNIATUIIAT 535UANENS (598R) 5) EEC Ao tundaasunishundIudng uming1dy
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UsgnannizNSIINSAuETINITAIMU 7 17/2565 asTuil 8 $urnAu 2565 1309 1nsNTaLaTUNS
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safuanitunsinu/Ade Tudeswudfanangy AL+ azldsuaniusslonddenseniiun@tuls
Jayanadunan 10-13 9 Tnglisrimaiu wasdvsusslovidun

2. nau Al Ao Aamslunquanamnssugiunnag ihinseenuuy viideuazsiamn (RRD) Lite
dindamuanansalunisutstuvesuszanea ludosduifanisndgu A1 aldsuansusslomisaenis
snunSGulsdfyaeadunm 8 U Taglddiinaiu uazdvsuszlevidug
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Usgleviieniseniun8tulitfyaeadunan 8 U uazdvsuselevidug
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tradndes ludowudiansndgu A3 aldsuavsusslonifenseniumSiulidfyaeadunm 5 9
wardnsuseleniduy

5. ngu Ad fe Avmsfisisziumeluladlaivinngy A1-A3 udvisaiyaruiiuuningivly
Useine waziaSuauudeundsliunvslaguniu ludesdutfanisndu Ad azldsuaniuseloide
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el Aans 5 nauderunasuluiuneiauieeniangfueen AdnMsTaLImMINEINT

LY¥IAIUINYIAIENSLazinAlLlad wariinnsidenariaul (R&D) Tudiuvasnaluladuasuinnssy
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Yaa a

aylasuansustlevimuntuladiyaaaiiuds nd1afe Aansngu Al+ aelasuniseniun1siu
ledRyanauiianindn 2 I vazfinanmsngu A1-Ad azldfunseniunStuldsdfyanafiuiuiesay
50 1Wua 3 ¥

daudl 2 wansznuludasduresunimunfiiaunianzfusen (EEC) Aifidanisasulasnse
nensUszme (FON) idhguszmelne

nianfivaunianz Tusen Tadatusaudd na. 2561 Tnsldsunmsatuayuuadaaiuogig
delflosnmirenuniaisiiieados ﬁﬂiﬂylﬂaﬂﬂﬂﬁLﬁﬁﬁﬂwaﬂis%UﬁLﬁﬂ%ﬂﬁUﬂﬁﬁﬂqulﬂEJG]i\'i‘\]’]ﬂ
ArsUszmanidguszmalngld inszdunlovisdaasunsamuiidrdguosuszmalne lnona

nsfnwltudutiaznantwansenululosuvenimuniawniang Jueen lldon1samulaenss

Mnidszmaidinguseindalneg Tnglitoyanadifnisvesunsdaaiuamu uaradfnisoudnasT

£
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NSALETUAIMNU INFTNNUANLNTTUNTALETUNTAMU (Board of Investment: BOI) ¢1ai]

msiasandualasinskazyarsasmuiivesunsdtaiunsasuluaRauiaae
azfuoen 52u 3 mia liun vayF asians) uagszeos luraseningd we. 2558-2566 (n il 2)
wuin Sualasimsiivefumsdaaiunsamulusiauiieeniang fusen ﬁLLuﬂﬁuﬂ%’mﬁuqﬁu
ogednuTuR sl ne. 2561 InslanizegnaBstudaudlud wa. 2565 fanunisainsundszuin
vaslsa COVID-19 Ifndnavasaudingnzund Taslul wa. 2566 S1urulassnsiivesunisdaau
nsauluasianfiiayniany Tuoen ddmauiedu 812 lasinns Usudiiudu 184 Tasenisannd
rounth viieAmdunsiiiviudosay 27.47 iefinnsanyarinisamuiivesunisdaasunisasyuly
weitaufilavnianzTueen Usuiiuduedrsdaaulud we. 2561 dadudiudunisdadaiu
waianilaemeny ueen Inefiyarnsamuiivesunsdusunisasus 29 663,333.50 Aruum
VSuiaduannTneuniings 391,152.50 &1uum vizeaadunsiiuduinndetesas 143.71 wiidyan
nsamuiivefunsduaunsanus azuanaslud na. 2562 uaz 2563 Suillosunananiunisal
nsunsszuInvedlsa COVID-19 ieanunisalifundnaisas yadinisasuiivesunisdsaiy
QREGNIINY fnduuiutuethadaiiiednads Tl we. 2566 yafMsamuiivesuNsANaSINsamU
WA 379,766.30 A1uum USULaTY 20,933.60 druunaindeunii veeAadunsiiintudeas
5.83 Ingdrunnuds aztdunsasulugaamnssnaieddlniuazdidnnsetind sesasluldun
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AN 2 Yarnisasu kagiwiulasinisiivesunisduatunisamuluaimunfiiawaiang ueen
(EEC) 958minT ./ 2558-2566

n: ddnauaMEnIIUNTALETUNTAU (2567)

definsandwnulasinsuazyarinsamuivefunisdaaiunsamuluuminnnfiieenia
nzfueen usniusedmin Ussnoudodmiavays fminasidane uasdminszees (nwdl 3)
wui fdnwazuldueadeiuiiuulassnisuasyadinisamuivesunisdaaiunisamuluin
WaunfilerwaanzTusen 3 3 Sm¥n (1wdl 2) InedissaziBenie Swaulasinisiivesumsdaedy
nsasulu 3 Swdawaimuniiayniang usen Suuwlduuiuifiugsdussnadaautudaus we,

@ o

2561 \Juduun Tnatamzedwdsludiuvesdminvaysuazdaninsseas laglul w.e. 2566 Jsnin

v '
aa o

yayFisulasinisiivesunmsduaiunisasusuiuisdu 439 Tasans Usuifindu 124 Tassns
nndrounii vieAndunsifiviudosay 39.37 dudminszeesiidnaulasnisiivefunisdaasy
nsasudauteay 284 Tasans Uiuidiiudy 43 Tassnisandneunth wiedalunsfistuiesas
17.84 \floRasanyadnsasuiivesunisaaaiumsamuludmiasay Uiuifnduesnsdaaulud
. 2561 FududFudunsdadaduaninufiasaiany fusen Tasfwiavayiiyanisasui
YOTUMTANER NI SUITEY 506,517.50 Amuum USuiisRuanntneuntinas 481,725.80 &uum
vieRndunaifintunniefesas 743,50 uifiwarinisamuivesumsduaiunisamu lu 3 fmin
szUfuanaslurrsaniunisalnmsunsszuinveslsa COVID-19 wagidleanunisaliFuadnatsasyan
msamuiivefumsduaiunisamus Andusidintudneds Tnedmiavays yarnisasmuiiveunis
daasunisaamun lud wa. 2566 yarinsamuiivesunsduasunisamus ludminvay3
VSuiudusthanndu 204,682 1uum Ui"mﬁw‘ﬁyuqaﬁa 108,895.50 81UUIMINNTNDUNUN K30

Andunisiiududevay 113.69
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MW 3 Yarnsaamu wagduulasinisivesumsdsasunisamulueaianniiavniang Jueen

(EEC) 8N 1899MIA B39581219U .6, 2558-2566

11: ddnauengnIsuNsauaSUNITamU (2567)

MNNTUANREEVITILILLIATING LarAladevearn1samuivesunsdaasunsamu

Tuwanaufdenianziuean Wlsueuseninganaumsiwanauiawnians Jusan (U w.@.

2558-2560) FUTandImsiiaiaufitasniang Tueon @ w.a. 2561-2566) (AWA 4) WUl Aeuds

nsfilwaimunftayaIanriueen 31uUlATINITIARY LavyarIN1samuadeNvesuNsALETINTS

amuluwaiaufileyaianziuesn dAn1sUsuiiugeluegadaay lnggenaunisiivainuniing

AAngdueen I1ulasinisiaduedn 310 lasiniseed uazllyad1iade 174,729.53 d1uuimsiel

soulurmdsnsiiivaiaufiiayaiangTueen 91UIUlATINITRAY LagyaAIN1TasURaY Y

USuiiinduuneg? 542.83 lasenissiel uazdiyadade 379,338.28 auumsel Feasiiulainlugs

nansinimuiiaeAns Tueen yaAn1samuedivesunsduasunisamuluunimuiieay

AManziuean USUiuIuNIn 204,608.75 aruuvsed) visednduiiuiudevay 117.10 sial
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I ddnnuAMEnITUNMIALEIUNTaMU (2567)
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Usziiuithaulatszniamils Ae nuaamzifouvesinmdfivesunisdaasunisamuluin
fuunfiawniang fuaen (il 6) wuimuanmzSeuvewhewda Tull wa. 2561 fdudnsaduan
faunfiannany Tuoonduty Tdusudfiugstuesnadaiau Tnglull wa. 2561 nuannzifoues
AR iRy 104,417.90 duum USuiiudu 82,283.60 Auvimanndnounti wiedaduns
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AN TYUVDIRVIA ﬂ%"uLﬁuqnsﬁuasﬁmatﬁmmagﬁ 57,801.60 &1utw USuiftuduanndis
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Criteria and Preparation of Manuscripts for Publication in

Journal of Applied Economics and Management Strategy (JAEMS)

Types of Article Proposed for Publication

There are two types of article proposed for publication as follows:

1. Research Article aims to present the facts and results obtained from systematic
study, experiments, or observations, which are organized through research methodologies.

2. Academic Article focuses on bridging the gap and finding an exact, final conclusion
for an existing issue which requires clear and specific explanation, discussion, or analysis,
through academic processes. Such processes also allow gathering of secondary data or
beyond from different sources to be combined and systematically analyzed.

Article Formatting Requirements
1. Page Layout

Dimension: B5 (18.20 X 25.70 cm.)

Margin: Top 2.50 cm. Bottom 1.50 cm. Left 2.50 cm. Right 1.50 cm.
2. Title

Use TH Sarabun New font type, 16, bold, center positioning.
3. Name(s) of Author(s)

Use TH Sarabun New font type, 14, for the name(s) of author(s). Use center positioning.
For the author(s)’s contact also use TH Sarabun New font type, but with the size 12, and put it
at the bottom of page as a footnote. The contact details should not exceed two lines per one
author.
4. Abstract

Use TH Sarabun New font type, 14, and bold. After the abstract, write 3-5 keywords and
E-mail address. Please remember to use font size 12, bold, to enable access through
international database and to allow other researchers to contact the author(s).
5. Body

Use TH Sarabun New font type, 14, using one-column format. Main headings (e.g.,
Background and Significance of Research Problem, Methodology, Results, etc.) use TH Sarabun
New font type, 14, bold, left positioning. Sub-Headings (e.g., Population, Sampling, Data
Analysis, etc.) use TH Sarabun New font type, 14.
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The entire length of the article; including the abstract, should not exceed 15 pages of

B5-size paper (18.20 X 25.70 cm).

Required Components of a Research Article
1. Title
Name(s) of Author(s)

. Organization

2.

3

4. Abstract
5. Background and Significance of the Research Problem

6. Research Objective(s)

7. Scope of Research: The researcher must stipulate the breadth of the study,
which can influence the scopes in research problem, content, population and sampling,
duration of data collection, area, variables, and data analysis.

8. Hypothesis (Optional): A hypothesis is the author’s supposition which needs to
be tested and proved.

9. Research Methodology: The summarization of the entire sequences of means
to acquire the answer for research purpose, such as, tools and equipment, data
collection, data analysis and related statistics, and so on.

10. Results: This part features the entire consequence of the research method
and hypothesis testing in each issue. It needs to be written precisely, which may contain
tables or explanative illustrations in an appropriate amount.

11. Discussion: In this part, the researcher must evaluate the research results.
The discussion must answer whether the facts obtained from the research results are
consistent or contradictory with the hypotheses, theories and frameworks, or other
researches, and whether there are any conflicts between the results and those theories or
frameworks. If yes, the researcher needs to provide the reasons for such contradictions and

find additional evidences to support the possibilities of such results.
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12.1 Suggestions:
12.1 Application: The researcher(s) must answer these questions.
- How do the results and findings satisfy the research objective?
- How beneficial are the results regarding the backeround and signification
of the research problem?
- How can the results be utilized?
- Limitations.
12.2 Further Research: The researcher(s) must answer these questions
- How can the results be developed and improved in further researches?
- How can the results be developed into a longitudinal study, or how they
can be extended to other field of researches?
13. References: Use the reference citation in APA (American Psychological Association)

Style as shown in JEMS website: http://kuojs.lib.ku.ac.th/index.php/jems/SubmissionsArticle

Required Components of an Academic Article

—_

. Title

Name(s) of Author(s)
Organization

Abstract

Objective(s)

Theory and Academic Principal

Discussion and Conclusion

G N o kR WN

References: Use the reference citation in APA (American Psychological Association)

Style as shown in JEMS website: http://kuojs.lib.ku.ac.th/index.php/jems/SubmissionsArticle
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Article Submission Form

Journal of Applied Ezonomics and Managemeant Strategy

DEEE.
To Editor-in-chief, Journal of Applied Economics and Management Strategy
1. Authaor Name
2, Academic Tile £ Posiion o e
3. Organization / Office

6. Contact Address (Postal/Mailing Address)
L] Home Address [ work Address

Tel e Mobile Bl e e
7. | officially daclare that this artide

0 Belongs solely to me O Belones to me and co-authonz} named within this artide

2} | certify that this article neither has been published arywhere before this submission nor

be under consideration for publication elsewhere. | am also willing to undergo any further

adjustrments in compliance to JEMS Editors’ regulations and feedbacks.

3} In case that the research is within the scope of ethical standards, | certify that | hawve

been certified in hurnan research ethics.

Author's Signature

Flease submit the aticle Submission form at email: jemseconsicgemail.com [ Update Havember 15, 2023



e-mail: jemseconsrc@gmail.com
Website: https://kuojs.lib.ku.ac.th/index.php/jems/index

Facebook: https://www.facebook.com/jemseconsrc/
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